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## Modelos no-lineales para la teoría de muestreo

## (Resumen)

Un nuevo paradigma en la teoría de muestreo fue desarrollado recientemente. El clásico modelo lineal es reemplazado por un modelo no-lineal pero estructurado, que consiste en una unión de subespacios. Este es el enfoque natural para la nueva teoría de muestreo comprimido, señales con representaciones ralas y con tasa finita de innovación.
En esta tesis estudiamos algunos problemas relacionados con el proceso de muestreo en uniones de subespacios. Primero centramos nuestra atención en el problema de hallar una unión de subespacios que mejor aproxime a un conjunto finito de vectores. Utilizamos técnicas de reducción dimensional para disminuir los costos de algoritmos diseñados para hallar uniones de subespacios óptimos.

Luego estudiamos el problema de muestreo para señales que pertenecen a una unión de espacios invariantes por traslaciones enteras. Mostramos que las condiciones para la inyectividad y estabilidad del operador de muestreo son válidas en el caso general de espacios invariantes por traslaciones enteras generados por marcos de traslaciones en lugar de bases ortonormales.

A raíz del estudio de los problemas mencionados anteriormente, surgen dos cuestiones que están relacionadas con la estructura de los espacios invariantes por traslaciones enteras. La primera es si la suma de dos de estos espacios es un subespacio cerrado. Usando el ángulo de Friedrichs entre subespacios, obtenemos condiciones necesarias y suficientes para que la suma de dos espacios invariantes por traslaciones enteras sea cerrada.

En segundo lugar se estudian propiedades de invariancia de espacios invariantes por traslaciones enteras en varias variables. Presentamos condiciones necesarias y suficientes como para que un espacio invariante por traslaciones enteras sea invariante por un subgrupo cerrado de $\mathbb{R}^{d}$. Además probamos la existencia de espacios invariantes por traslaciones enteras que son exactamente invariantes para un subgrupo cerrado dado. Como aplicación, relacionamos la extra invariancia con el tamaño de los soportes de la transformada de Fourier de los generadores de los espacios.

Palabras Claves: muestreo; espacios invariantes por traslaciones enteras; marcos; bases de Riesz; operador Gramiano; fibras; reducción dimensional; desigualdades de concentración; ángulos entre subespacios.

# Non-linear models in sampling theory 


#### Abstract

(Abstract)

A new paradigm in sampling theory has been developed recently. The classical linear model is replaced by a non-linear, but structured model consisting of a union of subspaces. This is the natural approach for the new theory of compressed sensing, representation of sparse signals and signals with finite rate of innovation.

In this thesis we study some problems concerning the sampling process in a union of subspaces. We first focus our attention in the problem of finding a union of subspaces that best explains a finite data of vectors. We use techniques of dimension reduction to avoid the expensiveness of algorithms which were developed to find optimal union of subspaces.

We then study the sampling problem for signals which belong to a union of shiftinvariant spaces. We show that, the one to one and stability conditions for the sampling operator, are valid for the general case in which the subspaces are describe in terms of frame generators instead of orthonormal bases.

As a result of the study of the problems mentioned above, two questions concerning the structure of shift-invariant spaces arise. The first one is if the sum of two shift-invariant spaces is a closed subspace. Using the Friedrichs angle between subspaces, we obtain necessary and sufficient conditions for the closedness of the sum of two shift-invariant spaces.

The second problem involves the study of invariance properties of shift-invariant spaces in higher dimensions. We state and prove several necessary and sufficient conditions for a shift-invariant space to be invariant under a given closed subgroup of $\mathbb{R}^{d}$, and prove the existence of shift-invariant spaces that are exactly invariant for each given subgroup. As an application we relate the extra invariance to the size of support of the Fourier transform of the generators of the shift-invariant space.


Key words: sampling; shift-invariant spaces; frames; Riesz bases; Gramian operator; fibers; dimensionality reduction; concentration inequalities; angle between subspaces.
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## Introduction

A classical assumption in sampling theory is that the signals to be sampled belong to a single space of functions, for example the Paley-Wiener space of band-limited functions. In this case, the Kotelnikov-Shannon-Whittaker (KSW) theorem states that any function $f \in L^{2}(\mathbb{R})$ whose Fourier transform is supported within $\left[-\frac{1}{2}, \frac{1}{2}\right]$ can be completely reconstructed from its samples $\{f(k)\}_{k \in \mathbb{Z}}$. More specifically, if $P W$ denotes the Paley Wiener space

$$
P W=\left\{f \in L^{2}(\mathbb{R}): \operatorname{supp}(\widehat{f}) \subseteq\left[-\frac{1}{2}, \frac{1}{2}\right]\right\},
$$

then $\{\operatorname{sinc}(\cdot-k)\}_{k \in \mathbb{N}}$ forms an orthonormal basis for $P W$, where $\operatorname{sinc}(t)=\frac{\sin (\pi t)}{\pi t}$. Moreover, for all $f \in P W$ we have that $f(k)=\langle f, \operatorname{sinc}(\cdot-k)\rangle$ and

$$
\begin{equation*}
f(t)=\sum_{k \in \mathbb{Z}} f(k) \operatorname{sinc}(t-k), \tag{0.1}
\end{equation*}
$$

with the series on the right converging uniformly on $\mathbb{R}$, as well as in $L^{2}(\mathbb{R})$.
The KSW theorem is fundamental in digital signal processing since it provides a method to convert an analog signal $f$ to a digital signal $\{f(k)\}_{k \in \mathbb{Z}}$ and it also gives a reconstruction formula.

The Paley-Wiener space is invariant under integer translations, i.e. if $f \in P W$ then $f(\cdot-k) \in P W$ for any $k \in \mathbb{Z}$. The closed subspaces of $L^{2}\left(\mathbb{R}^{d}\right)$ which are invariant under integer translates are called shift-invariant spaces (SISs).

A shift-invariant space $V$ is said to be generated by a set of functions $\left\{\varphi_{j}\right\}_{j \in J} \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ if every function in $V$ is a limit of linear combinations of integer shifts of the functions $\varphi_{j}$. That is,

$$
V=\overline{\operatorname{span}}\left\{\varphi_{j}(\cdot-k): j \in J, k \in \mathbb{Z}^{d}\right\},
$$

where the closure is taken in the $L^{2}$-norm. We will say that the SIS is finitely generated if there exists a finite set of generators for the space. The Paley-Wiener space is an example of a shift-invariant space which is generated by $\varphi(t)=\operatorname{sinc}(t)$.

The function $\operatorname{sinc}(t)$ is well-localized in frequency but is poorly localized in time. This makes the formula (0.1) unstable in the presence of noise. To avoid this disadvantage other spaces of functions were considered as signal models. Mainly, shift-invariant spaces (SISs) generated by functions with better joint time-frequency localization or with compact support. One of the goals of the sampling problem in SISs is studying conditions
on the generators of a SIS $V$ in order that every function of $V$ can be reconstructed from its values in a discrete sequence of samples as in the band-limited case. The sampling problem for SISs was thoroughly treated in [AG01, Sun05, Wa192, ZS99].

Assume now that we want to sample the signals in a finite set $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq$ $L^{2}\left(\mathbb{R}^{d}\right)$ and that they do not belong to a computationally tractable SIS. For example, if the cardinality of the data set $m$ is large, the SIS generated by $\mathcal{F}$ contains all the data, but it is too large to be an appropriate model for use in applications. So, a space with less generators would be more suitable. In order to model the set $\mathcal{F}$ by a manageable SIS we consider the following problem: given $k \ll m$, the goal is to find a SIS with $k$ generators that best models the data set $\mathcal{F}$. That is, we would like to find a SIS $V_{0}$ generated by at most $k$ functions that is closest to the set $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ in the sense that

$$
\begin{equation*}
V_{0}=\operatorname{argmin}_{V \in \mathcal{L}_{k}} \sum_{i=1}^{m}\left\|f_{i}-P_{V} f_{i}\right\|_{L^{2}}^{2}, \tag{0.2}
\end{equation*}
$$

where $\mathcal{L}_{k}$ is the set of all the SISs generated by at most $k$ functions, and $P_{V}$ is the orthogonal projection from $L^{2}\left(\mathbb{R}^{d}\right)$ onto $V$.
In [ACHM07] the authors proved the existence of an optimal space that satisfies (0.2), they gave a way to construct the generators of such space and estimated the error between the optimal space and the data set $\mathcal{F}$. To obtain their results they reduced the problem to the finite dimensional problem of finding a subspace of dimension at most $k$ that best approximates a finite data set of vectors in the Hilbert space $\ell^{2}\left(\mathbb{Z}^{d}\right)$. This last problem can be solved by an extension of the Eckart-Young's Theorem. We will review some of these results in Chapter 2.

Recently, a new approach for the sampling theory has been developed. The classical linear model is replaced by a non-linear, but structured model consisting of a union of subspaces. More specifically, Lu and Do [LD08] extended the sampling problem assuming that the signals to be sampled belong to a union of subspaces instead of a single subspace. To understand the importance of this new approach let us introduce some examples.
i) Compressed sensing: In the compressed sensing setting ([CRT06], [CT06], [Don06]) the signal $x \in \mathbb{R}^{N}$ is assumed to be sparse in an orthonormal basis of $\mathbb{R}^{N}$. That is, given $\Phi=\left\{\phi_{j}\right\}_{j=1}^{N}$ an orthonormal basis for $\mathbb{R}^{N}, x$ has at most $k$ non-zero coefficients in $\Phi$, where $k \ll N$. In other words, if $\theta_{j}(x)=\left\langle x, \phi_{j}\right\rangle$, then

$$
\|\theta(x)\|_{0}:=\#\left\{j \in\{1, \ldots, N\}: \theta_{j}(x) \neq 0\right\} \leq k .
$$

The sparse signals live in the union of $k$-dimensional subspaces, given by

$$
\begin{equation*}
\bigcup_{1 \leq j_{1}<\ldots<j_{k} \leq N} V_{j_{1}, \ldots, j_{k}} \tag{0.3}
\end{equation*}
$$

with $V_{j_{1}, \ldots, j_{k}}=\operatorname{span}\left\{\phi_{j_{1}}, \ldots, \phi_{j_{k}}\right\}$.
ii) Blind Spectral Support: Let $\left[\omega_{0}, \omega_{0}+N\right] \subseteq \mathbb{R}$ be an interval which is partitioned into $N$ equal intervals $C_{j}=\left[\omega_{0}+j, \omega_{0}+j+1\right]$ for $0 \leq j \leq N-1$. Assume we have a function $f \in L^{2}(\mathbb{R})$ whose Fourier transform is supported in at most $k$ intervals $C_{j_{1}}, \ldots, C_{j_{k}}($ with $k \ll N)$, but we do not know the indices $j_{1}, \ldots, j_{k}$.
If we define

$$
V_{j_{1}, \ldots, j_{k}}:=\left\{g \in L^{2}(\mathbb{R}): \operatorname{supp}(g) \subseteq C_{j_{1}} \cup \ldots \cup C_{j_{k}}\right\},
$$

then the function $f$ belongs to the union of subspaces

$$
\bigcup_{1 \leq j_{1}<\ldots<j_{k} \leq N} V_{j_{1}, \ldots, j_{k}}
$$

This class of signals are called multiband signals with unknown spectral support (see [FB96]).
iii) Stream of Diracs: Given $k \in \mathbb{N}$ consider the stream of $k$ Diracs

$$
x(t)=\sum_{j=1}^{k} c_{j} \delta\left(t-t_{j}\right),
$$

where $\left\{t_{j}\right\}_{j=1}^{k}$ are unknown locations and $\left\{c_{j}\right\}_{j=1}^{k}$ are unknown weights.
If the $k$ locations are fixed, then the signals live in a $k$-dimensional subspace. Thus, they live in an infinite union of $k$-dimensional subspaces.

These signals have $2 k$ degrees of freedom: $k$ for the weights and $k$ for the locations of the Diracs. Sampling theorems for this class of signals have been studied in the framework of signals with finite rate of innovation. They receive this name since they have a finite number of degrees of freedom per unit of time. In [VMB02] it was proved that only $2 k$ samples are sufficient to reconstruct these signals .

Note that if we considered the signals from a union of subspaces as elements of the subspace generated by the union of these spaces, we would be able to apply the linear sampling techniques for signals lying in only one subspace. But the problem is that we would not be having into account an additional information about the signals. For example, in the case of $k$-sparse signals (see Example i) from above) we only need $2 k$ samples to reconstruct a signal $x \in \mathbb{R}^{N}, k$ for the support of the coefficients $\theta(x)$ and $k$ for the value of the non-zero coefficients. On the other side, if we considered the signal $x$ as an element of the subspace generated by the union (0.3) (i.e. $\mathbb{R}^{N}$ ) we would need $N$ samples to reconstruct it.

The model proposed by Lu y Do [LD08] in which the signals live in a union of subspaces instead of a single vector space represented a new paradigm for signal sampling and reconstruction. Since for each class of signals the starting point of this new theory is the knowledge of the signal space, the first step for implementing the theory is to find
an appropriate signal model from a set of observed data. In [ACM08] the authors studied the problem of finding a union of subspaces $\cup_{i} V_{i} \subseteq \mathcal{H}$ that best explains the data $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ in a Hilbert space $\mathcal{H}$ (finite or infinite dimensional). They proved that if the subspaces $V_{i}$ belong to a family of closed subspaces $C$ which satisfies the so called Minimum Subspace Approximation Property (MSAP), an optimal solution to the nonlinear subspace modeling problem that best fit the data exists, and algorithms to find these subspaces were developed.

In some applications the model is a finite union of subspaces and $\mathcal{H}$ is finite dimensional. Once the model is found, the given data points can be clustered and classified according to their distances from the subspaces, giving rise to the so called subspace clustering problem (see e.g., [CL09] and the references therein). Thus a dual problem is to first find a "best partition" of the data. Once this partition is obtained, the associated optimal subspaces can be easily found. In any case, the search for an optimal partition or optimal subspaces usually involves heavy computations that dramatically increases with the dimensionality of $\mathcal{H}$. Thus, one important feature is to map the data into a lower dimensional space, and solve the transformed problem in this lower dimensional space. If the mapping is chosen appropriately, the original problem can be solved exactly or approximately using the solution of the transformed data.
In Chapter 2, we concentrate on the non-linear subspace modeling problem when the model is a finite union of subspaces of $\mathbb{R}^{N}$ of dimension $k \ll N$. Our goal is to find transformations from a high dimensional space to lower dimensional spaces with the aim of solving the subspace modeling problem using the low dimensional transformed data. We find the optimal data partition for the transformed data and use this partition for the original data to obtain the subspace model associated to this partition. We then estimate the error between the model thus found and the optimal subspaces model for the original data.

Once the union of subspaces that best explains a data set is found, it is interesting to study the sampling process for signals which belong to this kind of models. The sampling results which are applied for signals lying in a single subspace are not longer valid for signals in a union of subspaces since the linear structure is lost. The approach of Lu and Do [LD08] had a great impact in many applications in signal processing, in particular in the emerging theory of compressed sensing [CT06], [CRT06], [Don06] and signals with finite rate of innovations [VMB02].
To understand the problem, let us now describe the process of sampling in a union of subspaces. Assume that $\mathcal{X}$ is a union of subspaces from some Hilbert space $\mathcal{H}$ and a signal $s$ is extracted from $\mathcal{X}$. We take some measurements of that signal. These measurements can be thought of as the result of the application of a series of functionals $\left\{\varphi_{\alpha}\right\}_{\alpha}$ to our signal $s$. The problem is then to reconstruct the signal using only the measurements $\left\{\varphi_{\alpha}(s)\right\}_{\alpha}$ and some description of the subspaces in $\mathcal{X}$. The series of functionals define an operator, the sampling operator, acting on the ambient space $\mathcal{H}$ and taking values in a suitable sequence space. Under some hypothesis on the structure of the subspaces, Lu and Do [LD08] found necessary and sufficient conditions on these functionals in order for the sampling operator to be stable and one-to-one when restricted to the union of the
subspaces. These conditions were obtained in two settings. In the euclidean space and in $L^{2}\left(\mathbb{R}^{d}\right)$. In this latter case the subspaces considered were finitely generated shift-invariant spaces.

Blumensath and Davies [BD09] studied the problem of sampling in union of subspaces in the finite dimensional case, extending some of the results in Lu and Do [LD08]. They applied their results to compressed sensing models and sparse signals. In [EM09], Eldar developed a general framework for robust and efficient recovery of a signal from a given set of samples. The signal is a finite length vector that is sparse in some given basis and is assumed to lie in a union of subspaces.

There are two technical aspects in the approach of Lu and Do that restrict the applicability of their results in the shift-invariant space case. The first one is due to the fact that the conditions are obtained in terms of Riesz bases of translates of the SISs involved, and it is well known that not every SIS has a Riesz basis of translates (see Example 1.5.11). The second one is that the approach is based upon the sum of every two of the SISs in the union. The conditions on the sampling operator are then obtained using fiberization techniques on that sum. This requires that the sum of each of two subspaces is a closed subspace, which is not true in general.
In Chapter 3 we obtain the conditions for the sampling operator to be one-to-one and stable in terms of frames of translates of the SISs instead of orthonormal bases. This extends the previous results to arbitrary SISs and in particular removes the first restriction mentioned above. It is very important to have conditions based on frames, specially for applications, since frames are more flexible and simpler to construct. Frames of translates for shift-invariant spaces with generators that are smooth and with good decay can be easily obtained.
In Chapter 3, we give necessary and sufficient conditions for the stability of the sampling operator in a union of arbitrary SISs. We also show that, without the assumption of the closedness of the sum of every two of the SISs in the union, we can only obtain sufficient conditions for the injectivity of the sampling operator.

Using known results from the theory of SISs, in Chapter 4 we obtain necessary and sufficient conditions for the closedness of the sum of two shift-invariant spaces. As a consequence, we determine families of subspaces on which the conditions for the injectivity of the sampling operator are necessary and sufficient.
An important and interesting question in the study of SISs is whether they have the property to be invariant under translations other than integers. A limit case is when the space is invariant under translations by all real numbers. In this case the space is called translation invariant. However there exist shift-invariant spaces with some extra invariance that are not necessarily translation invariant. That is, there are some intermediate cases between shift-invariance and translation invariance. The question is then, how can we identify them?

Recently, Hogan and Lakey defined the discrepancy of a shift-invariant space as a way to quantify the non-translation invariance of the subspace, (see [HL05]). The discrepancy measures how far a unitary norm function of the subspace, can move away from it, when
translated by non integers. A translation invariant space has discrepancy zero.
In another direction, Aldroubi et al, (see [ACHKM10]) studied shift-invariant spaces of $L^{2}(\mathbb{R})$ that have some extra invariance. They show that if $V$ is a shift-invariant space, then its invariance set, is a closed additive subgroup of $\mathbb{R}$ containing $\mathbb{Z}$. The invariance set associated to a shift-invariant space is the set $M$ of real numbers satisfying that for each $p \in M$ the translations by $p$ of every function in $V$, belongs to $V$. As a consequence, since every additive subgroup of $\mathbb{R}$ is either discrete or dense, there are only two possibilities left for the extra invariance. That is, either $V$ is invariant under translations by the group $(1 / n) \mathbb{Z}$, for some positive integer $n$ (and not invariant under any bigger subgroup) or it is translation invariant. They found different characterizations, in terms of the Fourier transform, of when a shift invariant space is $(1 / n) \mathbb{Z}$-invariant.
A natural question arises in this context. Are the characterizations of extra invariance that hold on the line, still valid in several variables?
The invariance set $M \subseteq \mathbb{R}^{d}$ associated to a shift-invariant space $V$, that is, the set of vectors that leave $V$ invariant when translated by its elements, is again, as in the 1dimensional case, a closed subgroup of $\mathbb{R}^{d}$ (see Proposition 5.2.1). The problem of the extra invariance can then be reformulated as finding necessary and sufficient conditions for a shift-invariant space to be invariant under a closed additive subgroup $M \subseteq \mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$.
The main difference here with the one dimensional case, is that the structure of the subgroups of $\mathbb{R}^{d}$ when $d$ is bigger than one, is not as simple.

The results obtained for the 1-dimensional case translate very well in the case in which the invariance set $M$ is a lattice, (i.e. a discrete group) or when $M$ is dense, that is $M=\mathbb{R}^{d}$. However, there are subgroups of $\mathbb{R}^{d}$ that are neither discrete nor dense. So, can there exist shift-invariant spaces which are $M$-invariant for such a subgroup $M$ and are not translation invariant?

In Chapter 5 we study the extra invariance of shift-invariant spaces in higher dimensions. We obtain several characterizations paralleling the 1 -dimensional results. In addition our results show the existence of shift-invariant spaces that are exactly $M$-invariant for every closed subgroup $M \subseteq \mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. By 'exactly $M$-invariant' we mean that they are not invariant under any other subgroup containing $M$. We apply our results to obtain estimates on the size of the support of the Fourier transform of the generators of the space.

At the end of Chapter 5 we also give a brief description of the generalization of the extra invariance results to the context of locally compact abelian (LCA) groups.

## Thesis outline

Chapter 1 contains the notation and some preliminary tools used throughout this thesis. We present basic definitions and results regarding frames and Riesz bases in Hilbert spaces. We give some characterizations and properties of shift-invariant spaces. We also
define the range function and the notion of fibers for shift-invariant spaces.
In Chapter 2 we study the problem of finding models which best explain a finite data set of signals. We first review some results about finding a subspace that is closest to a given finite data set. We then study the general case of unions of subspaces which best approximate a set of signals. The results are proved in a general setting and then applied to the case of low dimensional subspaces of $\mathbb{R}^{N}$ and to infinite dimensional shift-invariant spaces of $L^{2}\left(\mathbb{R}^{d}\right)$.

For the euclidean case $\mathbb{R}^{N}$, the problem of optimal union of subspaces increases dramatically with the dimension $N$. In Chapter 2, we study a class of transformations that map the problem into another one in lower dimension. We use the best model in the low dimensional space to approximate the best solution in the original high dimensional space. We then estimate the error produced between this solution and the optimal solution in the high dimensional space.
The purpose of Chapter 3 is the extension of the results of [LD08] for sampling in a union of subspaces for the case that the subspaces in the union are arbitrary shift-invariant spaces. We describe the subspaces by means of frame generators instead of orthonormal bases. We give necessary and sufficient conditions for the stability of the sampling operator in a union of arbitrary SISs. We also show that, without the assumption of the closedness of the sum of every two of the SISs in the union, we can only obtain sufficient conditions for the injectivity of the sampling operator.

In Chapter 4 we obtain necessary and sufficient conditions for the closedness of the sum of two shift-invariant spaces in terms of the Friedrichs angle between subspaces. As a consequence of this, we determine families of subspaces on which the conditions for injectivity of the sampling operator are necessary and sufficient.
Finally, in Chapter 5 we study invariance properties of shift-invariant spaces in higher dimensions. We state and prove several necessary and sufficient conditions for a shiftinvariant space to be invariant under a given closed subgroup of $\mathbb{R}^{d}$, and prove the existence of shift-invariant spaces that are exactly invariant for each given subgroup. As an application we relate the extra invariance to the size of support of the Fourier transform of the generators of the shift-invariant space. We extend recent results obtained for the case of one variable to several variables. We also give in this chapter a brief description of the extra invariance results obtained in [ACP10a] for the general case of locally compact abelian (LCA) groups.
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Theorem 1.2.1. Every separable Hilbert space $\mathcal{H}$ has an orthonormal basis.
Example 1.2.2. Let $\left\{e_{j}\right\}_{j \in J}$ be the sequence in $\ell^{2}(J)$ defined by $\left(e_{j}\right)_{i}=\delta_{i, j}$ for every $i, j \in J$. Then $\left\{e_{j}\right\}_{j \in J}$ is an orthonormal basis for $\ell^{2}(J)$ and it is called the canonical basis.

We will now introduce the definition of Riesz bases. We will see later that they can be considered as a generalization of orthonormal bases.

Definition 1.2.3. A sequence $\left\{x_{j}\right\}_{j \in J}$ in $\mathcal{H}$ is a Riesz basis for $\mathcal{H}$ if it is complete in $\mathcal{H}$ and there exist constants $0<\alpha \leq \beta<+\infty$ such that

$$
\begin{equation*}
\alpha \sum_{j \in J}\left|c_{j}\right|^{2} \leq\left\|\sum_{j \in J} c_{j} x_{j}\right\|^{2} \leq \beta \sum_{j \in J}\left|c_{j}\right|^{2} \quad \forall\left\{c_{j}\right\}_{j \in J} \in \ell^{2}(J) . \tag{1.2}
\end{equation*}
$$

The following proposition states a relationship between Riesz bases, bases and orthonormal bases.

Proposition 1.2.4. Let $\left\{x_{j}\right\}_{j \in J}$ be a sequence in $\mathcal{H}$. The following statements are equivalent.
i) $\left\{x_{j}\right\}_{j \in J}$ is a Riesz basis for $\mathcal{H}$.
ii) $\left\{x_{j}\right\}_{j \in J}$ is a basis for $\mathcal{H}$, and

$$
\sum_{j \in J} c_{j} x_{j} \quad \text { converges if and only if }\left\{c_{j}\right\}_{j \in J} \in \ell^{2}(J) .
$$

iii) There exist a bounded linear operator $T: \mathcal{H} \rightarrow \mathcal{H}$ and an orthonormal basis $\left\{e_{j}\right\}_{j \in J}$ for $\mathcal{H}$ such that $T\left(e_{j}\right)=x_{j}$ for all $j \in J$.

Taking $T$ as the identity operator in item iii), we have that all orthonormal bases are Riesz bases. The following proposition states that the converse is true when the constants of the inequality (1.2) are equal to one.

Proposition 1.2.5. Let $\left\{x_{j}\right\}_{j \in J}$ be a sequence in $\mathcal{H}$. Then, $\left\{x_{j}\right\}_{j \in J}$ is a an orthonormal basis if and only if it is a Riesz basis with constants $\alpha=\beta=1$.

We will now introduce the concept of frames which can be seen as a generalization of Riesz bases.

Definition 1.2.6. A sequence $\left\{x_{j}\right\}_{j \in J}$ in $\mathcal{H}$ is a frame for $\mathcal{H}$ if there exist constants $0<$ $\alpha \leq \beta<+\infty$ such that

$$
\begin{equation*}
\alpha\|h\|^{2} \leq \sum_{j \in J}\left|\left\langle h, x_{j}\right\rangle\right|^{2} \leq \beta\|h\|^{2} \quad \forall h \in \mathcal{H} . \tag{1.3}
\end{equation*}
$$

The constants $\alpha, \beta$ are called frame bounds. If $\left\{x_{j}\right\}_{j \in J}$ satisfies the right inequality from (1.3) we will call it a Bessel sequence.

The frame is tight if $\alpha=\beta$. A Parseval frame is a tight frame with constants $\alpha=\beta=1$.
The frame is exact if it ceases to be a frame whenever any single element is deleted from the sequence.

We will say that $\left\{x_{j}\right\}_{j_{E J}}$ is a frame sequence if it is a frame for the subspace $\overline{\operatorname{span}}\left\{x_{j}\right\}_{j \in J}$.
Remark 1.2.7. Although a Parseval frame satisfy the Parseval's identity (1.1), it might not be an orthogonal system. In fact, it is orthogonal if and only if every element of the set has unitary norm. A simple example is the family $X=\left\{\frac{1}{\sqrt{2}} e_{1}, \frac{1}{\sqrt{2}} e_{1}, e_{n}\right\}_{n \geq 2}$ where $\left\{e_{n}\right\}_{n \in \mathbb{N}}$ is an orthonormal basis for an infinite dimensional Hilbert space $\mathcal{H} . X$ is a Parseval frame that is not orthogonal and it is not even a basis.

As we have mentioned above, frames can be considered as a generalization of Riesz bases. The next proposition gives necessary and sufficient conditions in order for a frame to be a Riesz basis.

Proposition 1.2.8. Let $\left\{x_{j}\right\}_{j \in J}$ be a sequence in $\mathcal{H}$. Then $\left\{x_{j}\right\}_{j \in J}$ is a Riesz basis if and only if it is an exact frame for $\mathcal{H}$.

We will now introduce some operators which play a crucial role in the theory of sampling.

Definition 1.2.9. If $X=\left\{x_{j}\right\}_{j \in J}$ is a Bessel sequence in $\mathcal{H}$, we define the analysis operator as

$$
B_{X}: \mathcal{H} \rightarrow \ell^{2}(J), \quad B_{X} h=\left\{\left\langle h, x_{j}\right\rangle\right\}_{j \in J} .
$$

The adjoint of $B$ is the synthesis operator, given by

$$
B_{X}^{*}: \ell^{2}(J) \rightarrow \mathcal{H}, \quad B_{X}^{*} c=\sum_{j \in J} c_{j} x_{j} .
$$

The Bessel condition guarantees the boundedness of $B_{X}$ and as a consequence, that of $B_{X}^{*}$.
By composing $B_{X}^{*}$ and $B_{X}$, we obtain the frame operator

$$
S: \mathcal{H} \rightarrow \mathcal{H}, \quad S h:=B_{X}^{*} B_{X} h=\sum_{j \in J}\left\langle h, x_{j}\right\rangle x_{j} .
$$

Frame sequences can be characterized through its synthesis operators as it is stated in the following proposition.
Proposition 1.2.10. A sequence $X=\left\{x_{j}\right\}_{j \in J}$ in $\mathcal{H}$ is a frame sequence if and only if the synthesis operator $B_{X}^{*}$ is well-defined on $\ell^{2}(J)$ and has closed range.

As a consequence of the previous proposition, if $\left\{x_{j}\right\}_{j \in J}$ is a frame for the subspace $V:=\overline{\operatorname{span}}\left\{x_{j}\right\}_{j \in J}$, then

$$
\begin{equation*}
V=\left\{\sum_{j \in J} c_{j} x_{j}:\left\{c_{j}\right\} \in \ell^{2}(J)\right\} . \tag{1.4}
\end{equation*}
$$

Using this, it is possible to construct for any infinite dimensional separable Hilbert space a Bessel sequence which is complete in $\mathcal{H}$ and it is not a frame sequence.

Example 1.2.11. Let $\left\{e_{n}\right\}_{n \in \mathbb{N}}$ be an orthonormal basis for an infinite dimensional separable Hilbert space $\mathcal{H}$ and define $f_{n}=e_{n}+e_{n+1}$ for $n \in \mathbb{N}$. This is a Bessel sequence since, for $h \in \mathcal{H}$,

$$
\begin{aligned}
\sum_{k \in \mathbb{N}}\left|\left\langle h, e_{n}+e_{n+1}\right\rangle\right|^{2} & =\sum_{n \in \mathbb{N}}\left|\left\langle h, e_{n}\right\rangle+\left\langle h, e_{n+1}\right\rangle\right|^{2} \\
& \leq 2 \sum_{n \in \mathbb{N}}\left|\left\langle h, e_{n}\right\rangle\right|^{2}+2 \sum_{n \in \mathbb{N}}\left|\left\langle h, e_{n+1}\right\rangle\right|^{2} \\
& \leq 4\|h\|^{2}
\end{aligned}
$$

We also have that $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is complete in $\mathcal{H}$ because if there exists $h \in \mathcal{H}$ such that $\left\langle h, e_{n}+\right.$ $\left.e_{n+1}\right\rangle=0$ for all $n \in \mathbb{N}$, then $\left\langle h, e_{n}\right\rangle=-\left\langle h, e_{n+1}\right\rangle$ for all $n$. Thus $\left|\left\langle h, e_{n}\right\rangle\right|$ is constant. Using the Parseval's identity (1.1), we conclude that $\left\langle h, e_{n}\right\rangle=0$ for all $n$, so $h=0$. Therefore, $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is complete in $\mathcal{H}$.

Observe that for $h=e_{1} \in \mathcal{H}$ there exists no $\left\{c_{n}\right\} \in \ell^{2}(\mathbb{N})$ such that $h=\sum_{n \in \mathbb{N}} c_{n} f_{n}$. By (1.4) this proves that $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is a Bessel sequence which is not a frame sequence.

Remark 1.2.12. Note that from Proposition 1.2.10, any finite sequence $\left\{x_{1}, \ldots, x_{m}\right\}$ in a Hilbert space $\mathcal{H}$ is a frame for the closed subspace $V=\operatorname{span}\left\{x_{1}, \ldots, x_{m}\right\}$.

The next proposition announces important properties about the frame operator. It also states one of the most important results about frames which is that every element in $\mathcal{H}$ has a representation as an infinite linear combination of the elements of the frame.

Recall that a series $\sum_{j \in J} x_{j}$ is unconditionally convergent if $\sum_{j \in J} x_{\sigma(j)}$ converges for every permutation $\sigma$ of $J$.

Proposition 1.2.13. If $X=\left\{x_{j}\right\}_{j \in J}$ is a frame for $\mathcal{H}$ with frame bounds $\alpha, \beta$, then the following statements hold.
i) The frame operator $S$ is bounded, invertible, self-adjoint, positive, and satisfies

$$
\alpha\|h\|^{2} \leq\langle S h, h\rangle \leq \beta\|h\|^{2} \quad \forall h \in \mathcal{H} .
$$

ii) $\left\{S^{-1} x_{j}\right\}_{j \in J}$ is a frame for $\mathcal{H}$, with frame bounds $0<\beta^{-1} \leq \alpha^{-1}$.
iii) The following series converge unconditionally for each $h \in \mathcal{H}$

$$
h=\sum_{j \in J}\left\langle h, S^{-1} x_{j}\right\rangle x_{j}=\sum_{j \in J}\left\langle h, x_{j}\right\rangle S^{-1} x_{j} .
$$

iv) If the frame is tight, then $S=\alpha I$ and $S^{-1}=\alpha^{-1}$ I.

Let $\left\{x_{j}\right\}_{j \in J}$ be a frame for $\mathcal{H}$, a Bessel sequence $\left\{y_{j}\right\}_{j \in J}$ is said to be a dual frame of $\left\{x_{j}\right\}_{j \in J}$ if

$$
h=\sum_{j \in J}\left\langle h, y_{j}\right\rangle x_{j}=\sum_{j \in J}\left\langle h, x_{j}\right\rangle y_{j} \quad \forall h \in \mathcal{H} .
$$

By Proposition 1.2.13, we have that $\left\{S^{-1} x_{j}\right\}_{j \in J}$ is a dual frame of $\left\{x_{j}\right\}_{j \in J}$ which is called the canonical dual. When $\left\{x_{j}\right\}_{j \in J}$ is a Riesz basis, the unique dual is the canonical dual.

A frame which is not a Riesz basis is said to be overcomplete. When the frame is overcomplete there exist dual frames which are different from the canonical dual.

As a consequence of item iii) of Proposition 1.2.13 every element $h \in \mathcal{H}$ has a representation of the form $h=\sum_{j \in J} c_{j} x_{j}$ with coefficients $c_{j}=\left\langle h, S^{-1} x_{j}\right\rangle$. If $\left\{x_{j}\right\}_{j \in J}$ is an overcomplete frame, the representation given before is not unique, that is, there are other coefficients $\left\{c_{j}^{\prime}\right\}_{j \in J} \in \ell^{2}(J)$ for which $h=\sum_{j \in J} c_{j}^{\prime} x_{j}$.

Note that by Theorem 1.2.1, every closed subspace of a separable Hilbert space has an orthonormal basis. A question that arises then is why studying frames if in every closed subspace there exists an orthonormal basis. One of the advantages of frames is their redundancy. If the frame is overcomplete there are several choices for the coefficients $c_{j}$ in the representation of an element $h \in \mathcal{H}$ as $h=\sum_{j \in J} c_{j} x_{j}$. Thus, due to this redundancy, if some of the coefficients are missing or unknown it is still possible to recover the signal from the incomplete data.

Another application which shows the importance of working with frames will be shown in future sections. We will study in this chapter the structure of closed subspaces of $L^{2}\left(\mathbb{R}^{d}\right)$ which are invariant under integer translations (shift-invariant spaces). We will show that every shift-invariant subspace has a frame formed by integer translates of functions. We will also prove that there exist shift-invariant subspaces that do no have Riesz bases of translates. Thus, for these spaces is essential to work with frames instead of bases.

### 1.3 The Gramian operator

In this section we will introduce the Gramian operator associated to a Bessel sequence. We will see that there exists a relationship between the spectrum of this operator and the fact that the sequence is a frame.

Definition 1.3.1. Suppose $X=\left\{x_{j}\right\}_{j \in J}$ is a Bessel sequence in $\mathcal{H}$ and $B_{X}$ is the analysis operator. The Gramian of the system $X$ is defined by

$$
G_{X}: \ell^{2}(J) \rightarrow \ell^{2}(J), \quad G_{X}:=B_{X} B_{X}^{*} .
$$

We identify $G_{X}$ with its matrix representation.

$$
\left(G_{X}\right)_{j, k}=\left\langle x_{k}, x_{j}\right\rangle \quad \forall j, k \in J .
$$

Given a Hilbert space $\mathcal{K}$ and a bounded linear operator $T: \mathcal{K} \rightarrow \mathcal{K}$, we will denote by $\sigma(T)$ the spectrum of $T$, that is

$$
\sigma(T)=\{\lambda \in \mathbb{C}: \lambda I-T \text { is not invertible }\},
$$

where $I$ denotes the identity operator of $\mathcal{K}$.
The following lemmas will be useful to prove a property which relates a frame sequence with the spectrum of its Gramian.

Lemma 1.3.2. Let $T: \mathcal{K} \rightarrow \mathcal{K}$ be a positive semi-definite self-adjoint operator and $\widetilde{T}: \operatorname{ker}(T)^{\perp} \rightarrow \operatorname{ker}(T)^{\perp}$ the restriction of $T$ to $\operatorname{ker}(T)^{\perp}$. Assume $0<\alpha \leq \beta<+\infty$. The following conditions are equivalent:
i) $\sigma(T) \subseteq\{0\} \cup[\alpha, \beta]$
ii) $\sigma(\widetilde{T}) \subseteq[\alpha, \beta]$.
iii) $\alpha\|x\|^{2} \leq\langle T x, x\rangle \leq \beta\|x\|^{2} \quad \forall x \in \operatorname{ker}(T)^{\perp}$

Proof. We will first prove that i) implies ii). Assume that $\sigma(T) \subseteq\{0\} \cup[\alpha, \beta]$. Given $\lambda \in \sigma(\widetilde{T})$, since $\sigma(\widetilde{T}) \subseteq \sigma(T)$, it follows that $\lambda \in\{0\} \cup[\alpha, \beta]$. If $\lambda=0$, then $\lambda$ is an isolated point of $\sigma(\widetilde{T})$. Using that $T$ is self-adjoint, we have that $\widetilde{T}$ is self-adjoint. Thus, $\lambda$ must be an eigenvalue of $\widetilde{T}$ (see [Con90]). Hence, $\operatorname{ker}(\widetilde{T}) \neq 0$, which is a contradiction.

The deduction of i) from ii) is left to the reader.
As $\widetilde{T}: \operatorname{ker}(T)^{\perp} \rightarrow \operatorname{ker}(T)^{\perp}$ is self-adjoint, we have that $\sigma(\widetilde{T}) \subseteq[\alpha, \beta]$ if and only if

$$
\alpha\|x\|^{2} \leq\langle\widetilde{T} x, x\rangle \leq \beta\|x\|^{2} \quad \forall x \in \operatorname{ker}(T)^{\perp} .
$$

Thus, the equivalence between ii) and iii) is straightforward.

The next lemma is proved in [Chr03, Lemma 5.5.4].
Lemma 1.3.3. Let $X:=\left\{x_{j}\right\}_{j \in J} \subseteq \mathcal{H}$ be a Bessel sequence, then $X$ is a frame sequence with constants $\alpha$ and $\beta$ if and only if the synthesis operator $B_{X}^{*}$ satisfies

$$
\alpha\|c\|^{2} \leq\left\|B_{X}^{*} c\right\|^{2} \leq \beta\|c\|^{2} \quad \forall c \in \operatorname{ker}\left(B_{X}^{*}\right)^{\perp} .
$$

The following is a well known property, its proof can be deduced from Lemma 1.3.2 and Lemma 1.3.3.

Theorem 1.3.4. Let $X:=\left\{x_{j}\right\}_{j \in J} \subseteq \mathcal{H}$ be a Bessel sequence, then $X$ is a frame sequence with constants $\alpha$ and $\beta$ if and only if

$$
\sigma\left(G_{X}\right) \subseteq\{0\} \cup[\alpha, \beta] .
$$

We also have the property from below which relates the dimension of the subspace spanned by a finite set of vectors with the rank of the Gramian matrix.

Proposition 1.3.5. Let $X=\left\{x_{1}, \ldots, x_{m}\right\}$ be a finite set of vectors in $\mathcal{H}$. Then

$$
\operatorname{rank}\left[G_{X}\right]=\operatorname{dim}\left(\operatorname{span}\left\{x_{1}, \ldots, x_{m}\right\}\right)
$$

Proof. Since $G_{X}=B_{X} B_{X}^{*} \in \mathbb{C}^{m \times m}$, we have that

$$
\operatorname{rank}\left[G_{X}\right]=\operatorname{dim}\left(\operatorname{range}\left(B_{X}^{*}\right)\right)=\operatorname{dim}\left(\operatorname{span}\left\{x_{1}, \ldots, x_{m}\right\}\right)
$$

### 1.4 Shift-invariant spaces

In this section we introduce some definitions and basic properties of shift-invariant spaces. For a detailed treatment of the subject see [dBDR94, dBDVR94, Bow00, Hel64, RS95] and the references therein.

Definition 1.4.1. A closed subspace $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ is a shift-invariant space (SIS) if $f \in V$ implies $t_{k} f \in V$ for any $k \in \mathbb{Z}^{d}$, where $t_{k}$ is the translation by $k$.

Given $\Phi$ a set of functions in $L^{2}\left(\mathbb{R}^{d}\right)$, we denote by $E(\Phi)$ the set,

$$
E(\Phi):=\left\{t_{k} \varphi: k \in \mathbb{Z}^{d}, \varphi \in \Phi\right\} .
$$

When $\Phi=\{\varphi\}$, we will write $E(\varphi)$.
The SIS generated by $\Phi$ is

$$
V(\Phi):=\overline{\operatorname{span}}(E(\Phi))=\overline{\operatorname{span}}\left\{t_{k} \varphi: \varphi \in \Phi, k \in \mathbb{Z}^{d}\right\} .
$$

We call $\Phi$ a set of generators for $V(\Phi)$. When $\Phi=\{\varphi\}$, we simply write $V(\varphi)$.
The length of a shift-invariant space $V$ is the cardinality of a smallest generating set for $V$, that is

$$
\operatorname{len}(V):=\min \{\# \Phi: V=V(\Phi)\} .
$$

A SIS of length one is called a principal shift-invariant space (PSIS). A SIS of finite length is a finitely generated shift-invariant space (FSIS).

Remark 1.4.2. If $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ and $\varphi \neq 0$ then the functions $\left\{t_{k} \varphi: k \in \mathbb{Z}^{d}\right\}$ are linearly independent (see [Chr03, Proposition 7.4.2] or [HSWW10a] for more details). So, every non trivial SIS is an infinite dimensional linear space.

As a consequence of the integer invariance of the SISs we have the following lemma.
Lemma 1.4.3. Let $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ be a SIS and $P_{V}$ the orthogonal projection onto $V$. Then

$$
t_{k} P_{V}=P_{V} t_{k} \quad \forall k \in \mathbb{Z}^{d}
$$

Let us remark here that if $\Phi \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ is a set of generators for a shift-invariant space $V$, that is $V=V(\Phi)$, then the set $E(\Phi)$ does not need to be a frame for $V$, even for finitely generated SISs (see Example 1.5.15). However it is always true that there exists a set of generators for $V$ such that its integer translates form a frame for $V$. This is the result of the next theorem.

Theorem 1.4.4. Given $V$ a SIS of $L^{2}\left(\mathbb{R}^{d}\right)$, there exists a subset $\Phi=\left\{\varphi_{j}\right\}_{j \in J} \subseteq V$ such that $E(\Phi)$ is a Parseval frame for $V$. If $V$ is finitely generated, the cardinal of $J$ can be chosen to be the length of $V$.

We would like to note here that although a SIS always has a frame of translates, there are SISs which have no Riesz bases of translates (see Example 1.5.11). This fact shows the importance of considering frames instead of Riesz bases when we are studying the structure of SISs.

### 1.4.1 Sampling in shift-invariant spaces

Our aim in this section is to give a brief description of sampling in shift-invariant spaces, for more details we refer the reader to [AG01, Sun05, Wa192, ZS99].

We will begin by studying the structure of the canonical dual of a frame of translates. We will show that the canonical dual is formed by translates of functions.
Proposition 1.4.5. Let $\Phi=\left\{\varphi_{j}\right\}_{j \in J}$ be a set of functions of $L^{2}\left(\mathbb{R}^{d}\right)$. Assume $E(\Phi)$ is a frame for a closed space $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$. Then, the dual frame of $E(\Phi)$ is the set of translates $E(\widetilde{\Phi})=\left\{t_{k} \widetilde{\varphi_{j}}\right\}_{j \in J, k \in \mathbb{Z}^{d}}$, where $\widetilde{\varphi}_{j}=S^{-1} \varphi_{j}$ and $S$ is the frame operator associated to $E(\Phi)$ given by

$$
S: V \rightarrow V \quad S f=\sum_{k \in \mathbb{Z}^{d}} \sum_{j \in J}\left\langle f, t_{k} \varphi_{j}\right\rangle t_{k} \varphi_{j} .
$$

Proof. Recall from Proposition 1.2.13 that the canonical dual of $E(\Phi)$ is given by $\left\{S^{-1}\left(t_{k} \varphi_{j}\right): k \in \mathbb{Z}^{d}, j \in J\right\}$. It is easily seen that the operator $S$ commutes with integer translates. So, its inverse also commutes with integer translates. Thus, the canonical dual is given by $\left\{t_{k}\left(S^{-1} \varphi_{j}\right): k \in \mathbb{Z}^{d}, j \in J\right\}$.

As we have mentioned in the Introduction, the Kotelnikov-Shannon-Whittaker (KSW) theorem states that a band-limited function $f$ can be reconstructed from its values in the integers using the formula

$$
f(t)=\sum_{k \in \mathbb{Z}} f(k) \operatorname{sinc}(t-k)
$$

with the series on the right converging uniformly on $\mathbb{R}$, as well as in $L^{2}(\mathbb{R})$ (see (0.1)).
The space of band-limited functions $P W=\left\{f \in L^{2}(\mathbb{R}): \operatorname{supp}(\widehat{f}) \subseteq\left[-\frac{1}{2}, \frac{1}{2}\right]\right\}$ is a principal shift-invariant space generated by the function $\varphi=\operatorname{sinc}$. That is, $P W=V(\operatorname{sinc})$.

As a generalization of the KSW theorem, the sampling problem in SISs consists in studying conditions on the generators of a SIS $V$ in order that every function of $V$ can be reconstructed from its values in a discrete sequence of samples.

In this section we will focus our attention in the problem of sampling in principal shiftinvariant spaces. We will describe some of the conditions which a generator $\varphi$ for a PSIS must satisfy in order to have a reconstruction formula in $V(\varphi)$ similar to the one given in the KSW theorem.

A closed subspace $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ of continuous functions will be called a reproducing kernel Hilbert space (RKHS) if for each $x \in \mathbb{R}^{d}$ the evaluation function

$$
f \mapsto f(x)
$$

is a continuous linear functional on $V$. If this condition is verified, by the Riesz's representation theorem (see for instance [Con90]), for every $x \in \mathbb{R}^{d}$ there exists a unique function $N_{x} \in V$ such that

$$
f(x)=\left\langle f, N_{x}\right\rangle \quad \forall f \in V .
$$

The set of functions $\left\{N_{x}\right\}_{x \in \mathbb{R}^{d}}$ is called the reproducing kernel.
Assume now that for a given $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$, the set $E(\varphi)$ is a frame for $V=V(\varphi)$ and that $V$ is a RKHS. Then, for every $f \in V$ and $k \in \mathbb{Z}^{d}$,

$$
\left\langle f, t_{k} N_{0}\right\rangle=\left\langle t_{-k} f, N_{0}\right\rangle=t_{-k} f(0)=f(k)=\left\langle f, N_{k}\right\rangle .
$$

That is, $t_{k} N_{0}=N_{k}$. If, in addition, $E\left(N_{0}\right)$ is a frame for $V$ with dual frame $E\left(\widetilde{N_{0}}\right)$ (see Proposition 1.4.5), by Proposition 1.2.13 we have that

$$
\begin{equation*}
f(x)=\sum_{k \in \mathbb{Z}^{d}}\left\langle f, t_{k} N_{0}\right\rangle t_{k} \widetilde{N_{0}}=\sum_{k \in \mathbb{Z}^{d}} f(k) t_{k} \widetilde{N_{0}} . \tag{1.5}
\end{equation*}
$$

If the convergence of the previous series is uniform, then every function $f \in V$ can be reconstructed from its values in the integers. In this way, we obtain in $V(\varphi)$ a result similar to the one in the KSW theorem.

As a consequence of the previous analysis, we obtain that the sampling problem for principal shift-invariant spaces is based on studying conditions on the generator $\varphi$ so that every function of $V=V(\varphi)$ is continuous, the space $V$ is a RKHS, the set $E\left(N_{0}\right)$ is a frame for $V$, and the convergence in (1.5) is uniform. All of these conditions were studied in [ZS99, Sun05], for a fuller treatment of this problem we refer the reader to these papers.

### 1.5 Range function and fibers for shift-invariant spaces

A useful tool in the theory of shift-invariant spaces is based on early work of Helson [Hel64]. An $L^{2}\left(\mathbb{R}^{d}\right)$ function is decomposed into "fibers". This produces a characterization of SISs in terms of closed subspaces of $\ell^{2}\left(\mathbb{Z}^{d}\right)$ (the fiber spaces). The advantage of this approach is that, although the FSISs are infinite-dimensional subspaces (see Remark 1.4.2), most of their properties can be translated into properties on the fibers of the spanning sets. That allows to work with finite-dimensional subspaces of $\ell^{2}\left(\mathbb{Z}^{d}\right)$.
In the sequel, we will give the definition and some properties of the fibers. For a detailed description of this approach, see [Bow00] and the references therein.
The Hilbert space of square integrable vector functions $L^{2}\left([0,1)^{d}, \ell^{2}\left(\mathbb{Z}^{d}\right)\right)$, consists of all vector valued measurable functions $F:[0,1)^{d} \rightarrow \ell^{2}\left(\mathbb{Z}^{d}\right)$ such that

$$
\|F\|:=\left(\int_{[0,1)^{d}}\|F(x)\|_{\ell^{2}}^{2} d x\right)^{\frac{1}{2}},
$$

is finite.
Proposition 1.5.1. The function $\tau: L^{2}\left(\mathbb{R}^{d}\right) \rightarrow L^{2}\left([0,1)^{d}, \ell^{2}\left(\mathbb{Z}^{d}\right)\right)$ defined for $f \in L^{2}\left(\mathbb{R}^{d}\right)$ by

$$
\tau f(\omega):=\{\widehat{f}(\omega+k)\}_{k \in \mathbb{Z}^{d}},
$$

is an isometric isomorphism between $L^{2}\left(\mathbb{R}^{d}\right)$ and $L^{2}\left([0,1)^{d}, \ell^{2}\left(\mathbb{Z}^{d}\right)\right)$.
The sequence $\{\widehat{f}(\omega+k)\}_{k \in \mathbb{Z}^{d}}$ is called the fiber of $f$ at $\omega$.

Definition 1.5.2. A range function is a mapping

$$
J:[0,1)^{d} \rightarrow\left\{\text { closed subspaces of } \ell^{2}\left(\mathbb{Z}^{d}\right)\right\} .
$$

$J$ is measurable if the operator valued function of the orthogonal projections $\omega \mapsto P_{J(\omega)}$ is weakly measurable. In a separable Hilbert space measurability is equivalent to weak measurability. Therefore, the measurability of $J$ is equivalent to $\omega \mapsto P_{J(\omega)}(a)$ being vector measurable for each $a \in \ell^{2}\left(\mathbb{Z}^{d}\right)$, or $\omega \mapsto P_{J(\omega)}(F(\omega)$ ) being vector measurable for each fixed vector measurable function $F:[0,1)^{d} \rightarrow \ell^{2}\left(\mathbb{Z}^{d}\right)$.

Shift-invariant spaces can be characterized through range functions.
Proposition 1.5.3. A closed subspace $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ is shift-invariant if and only if

$$
V=\left\{f \in L^{2}\left(\mathbb{R}^{d}\right): \tau f(\omega) \in J_{V}(\omega) \text { for a.e. } \omega \in[0,1)^{d}\right\},
$$

where $J_{V}$ is a measurable range function. The correspondence between $V$ and $J_{V}$ is one-to-one.
Moreover, if $V=V(\Phi)$ for some countable set $\Phi \subseteq L^{2}\left(\mathbb{R}^{d}\right)$, then

$$
J_{V}(\omega)=\overline{\operatorname{span}}\{\tau \varphi(\omega): \varphi \in \Phi\} \quad \text { for a.e. } \omega \in[0,1)^{d} .
$$

The subspace $J_{V}(\omega)$ is called the fiber space of $V$ at $\omega$.
Note that if $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ is an FSIS generated by the set of functions $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{m}\right\}$, then

$$
J_{V}(\omega)=\operatorname{span}\left\{\tau \varphi_{1}(\omega), \ldots, \tau \varphi_{m}(\omega)\right\} .
$$

So, even though $V$ is an infinite dimensional subspace of $L^{2}\left(\mathbb{R}^{d}\right)$, the fiber spaces $J_{V}(\omega)$ are all finite dimensional subspaces of $\ell^{2}\left(\mathbb{Z}^{d}\right)$.

We have the following property concerning fibers of SISs.
Proposition 1.5.4. Let $V$ be a SIS of $L^{2}\left(\mathbb{R}^{d}\right)$ and $f \in L^{2}\left(\mathbb{R}^{d}\right)$, then

$$
\tau\left(P_{V} f\right)(\omega)=P_{J_{V}(\omega)}(\tau f(\omega)) \quad \text { for a.e. } \omega \in[0,1)^{d} .
$$

As a consequence of the previous proposition, we obtain the following.
Proposition 1.5.5. Let $V_{1}$ and $V_{2}$ be SISs. If $V=V_{1} \oplus V_{2}$, then

$$
J_{V}(\omega)=J_{V_{1}}(\omega) \dot{\oplus} J_{V_{2}}(\omega), \quad \text { a.e. } \omega \in[0,1)^{d} .
$$

The converse of this proposition is also true, but will not be needed for the subjects developed in this thesis.

Let us now introduce the concept of dimension function for SISs.

Definition 1.5.6. Given $V$ a SIS of $L^{2}\left(\mathbb{R}^{d}\right)$, the dimension function associated to $V$ is defined by

$$
\operatorname{dim}_{V}:[0,1)^{d} \rightarrow \mathbb{N}_{0} \cup\{\infty\}, \quad \operatorname{dim}_{V}(\omega)=\operatorname{dim}\left(J_{V}(\omega)\right) .
$$

Here $\mathbb{N}_{0}$ denotes the set of non-negative integers.
We have the following property which relates the essential supremum of the dimension function to the length of an FSIS.

Proposition 1.5.7 ([dBDVR94]). Let $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ be an FSIS. Then

$$
\operatorname{len}(V)=\operatorname{ess}-\sup \left\{\operatorname{dim}_{V}(\omega): \omega \in[0,1)^{d}\right\}
$$

### 1.5.1 Riesz bases and frames for shift-invariant spaces

The next two theorems characterize Bessel sequences, frames and Riesz bases of translates in terms of fibers. The main idea is that every property of the set $E(\Phi)$ (being a Bessel sequence, a frame or a Riesz basis) is equivalent to its fibers satisfying an analogous property in a uniform way.
Theorem 1.5.8. Let $\Phi$ be a countable subset of $L^{2}\left(\mathbb{R}^{d}\right)$. The following are equivalent.
i) $E(\Phi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$ with constant $\beta$.
ii) $\tau \Phi(\omega):=\{\tau \varphi(\omega): \varphi \in \Phi\}$ is a Bessel sequence in $\ell^{2}\left(\mathbb{Z}^{d}\right)$ with constant $\beta$ for a.e. $\omega \in[0,1)^{d}$.

Theorem 1.5.9. Let $V=V(\Phi)$, where $\Phi$ is a countable subset of $L^{2}\left(\mathbb{R}^{d}\right)$. Then the following holds:
i) $E(\Phi)$ is a frame for $V$ with constants $\alpha$ and $\beta$ if and only if $\tau \Phi(\omega)$ is a frame for $J_{V}(\omega)$ with constants $\alpha$ and $\beta$ for a.e. $\omega \in[0,1)^{d}$.
ii) $E(\Phi)$ is a Riesz basis for $V$ with constants $\alpha$ and $\beta$ if and only if $\tau \Phi(\omega)$ is a Riesz basis for $J_{V}(\omega)$ with constants $\alpha$ and $\beta$ for a.e. $\omega \in[0,1)^{d}$.
Furthermore, if $\Phi$ is finite, $V$ has a Riesz basis of translates if and only if the dimension function associated to $V$ is constant a.e. $\omega \in[0,1)^{d}$.

Remark 1.5.10. If $V$ is an FSIS generated by $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{m}\right\} \subseteq L^{2}\left(\mathbb{R}^{d}\right)$, then $J_{V}(\omega)=$ $\operatorname{span}\left\{\tau \varphi_{1}(\omega), \ldots, \tau \varphi_{m}(\omega)\right\}$ a.e. $\omega \in[0,1)^{d}$. So, by Remark 1.2.12, $\tau \Phi(\omega)$ is a frame for $J_{V}(\omega)$ for a.e. $\omega$. But, as we will see in Example 1.5.15, $E(\Phi)$ might not be a frame for $V(\Phi)$ in general. This is due to the fact that we need a pair of uniform positive frame bounds $\alpha$ and $\beta$ for the frame $\tau \Phi(\omega)$ which are independent of $\omega$ in order for $E(\Phi)$ to be a frame for $V(\Phi)$.

As we have mentioned in Theorem 1.4.4 every SIS has a frame of translates. Using fiberization techniques, we will give below an example of a SIS which do not have a Riesz basis of translates.

Example 1.5.11. Consider the shift-invariant space $V$ generated by $\varphi \in L^{2}(\mathbb{R})$, where $\widehat{\varphi}(\omega)=\chi_{\left[0, \frac{1}{2}\right)}(\omega)$. Since $\operatorname{dim}_{V}(\omega)=1$ for a.e. $\omega \in\left[0, \frac{1}{2}\right)$ and $\operatorname{dim}_{V}(\omega)=0$ for a.e. $\omega \in\left[\frac{1}{2}, 1\right)$, it follows by Theorem 1.5.9 that $V$ has no Riesz bases of translates.

### 1.5.2 The Gramian operator for shift-invariant spaces

Definition 1.5.12. Let $\Phi=\left\{\varphi_{j}\right\}_{j \in J}$ be a countable set of functions in $L^{2}\left(\mathbb{R}^{d}\right)$ such that $E(\Phi)$ is a Bessel sequence. The Gramian of $\Phi$ at $\omega \in[0,1)^{d}$ is $\mathcal{G}_{\Phi}(\omega): \ell^{2}(J) \rightarrow \ell^{2}(J)$,

$$
\begin{equation*}
\left(\mathcal{G}_{\Phi}(\omega)\right)_{i, j}=\left\langle\tau \varphi_{j}(\omega), \tau \varphi_{i}(\omega)\right\rangle_{\ell^{2}\left(\mathbb{Z}^{d}\right)}=\sum_{k \in \mathbb{Z}^{d}} \widehat{\varphi}_{i}(\omega+k) \overline{\widehat{\varphi_{j}}(\omega+k)} \quad \forall i, j \in J . \tag{1.6}
\end{equation*}
$$

In the notation of Definition 1.3.1, $\mathcal{G}_{\Phi}(\omega)$ is the Gramian operator associated to the Bessel sequence $\tau \Phi(\omega)=\left\{\tau \varphi_{j}(\omega)\right\}_{j \in J}$ in $\ell^{2}\left(\mathbb{Z}^{d}\right)$, that is $\mathcal{G}_{\Phi}(\omega)=G_{\tau \Phi(\omega)}$.

When $\Phi=\{\varphi\}$, the Gramian will be denoted by $\mathcal{G}_{\varphi}$ and its expression is

$$
\mathcal{G}_{\varphi}(\omega)=\langle\tau \varphi(\omega), \tau \varphi(\omega)\rangle_{\ell^{2}\left(\mathbb{Z}^{d}\right)}=\sum_{k \in \mathbb{Z}^{d}}|\widehat{\varphi}(\omega+k)|^{2} .
$$

From Theorem 1.5.8 and Theorem 1.5.9 we obtain the following result (see [Bow00] for more details).

Theorem 1.5.13. Let $\Phi=\left\{\varphi_{j}\right\}_{j \in J} \subseteq L^{2}\left(\mathbb{R}^{d}\right)$. Then,
i) $E(\Phi)$ is a Bessel sequence with constant $\beta$ if and only if

$$
{\operatorname{ess}-\sup _{\omega \in[0,1)^{d}}\left\|\mathcal{G}_{\Phi}(\omega)\right\|_{\text {op }} \leq \beta . ~}_{\text {. }}
$$

ii) $E(\Phi)$ is a frame for $V(\Phi)$ with constants $\alpha$ and $\beta$ if and only if for almost all $\omega \in$ $[0,1)^{d}$,

$$
\alpha\left\langle\mathcal{G}_{\Phi}(\omega) c, c\right\rangle \leq\left\langle\mathcal{G}_{\Phi}^{2}(\omega) c, c\right\rangle \leq \beta\left\langle\mathcal{G}_{\Phi}(\omega) c, c\right\rangle \quad \forall c \in \ell^{2}(J) .
$$

iii) $E(\Phi)$ is a Riesz basis for $V(\Phi)$ with constants $\alpha$ and $\beta$ if and only if for almost all $\omega \in[0,1)^{d}$,

$$
\alpha\|c\|^{2} \leq\left\langle\mathcal{G}_{\Phi}(\omega) c, c\right\rangle \leq \beta\|c\|^{2} \quad \forall c \in \ell^{2}(J) .
$$

Remark 1.5.14. As a consequence of Theorem 1.5.13, for a PSIS $V(\varphi)$ we have
i) $E(\varphi)$ is a frame for $V(\varphi)$ with constants $\alpha$ and $\beta$ if and only if

$$
\alpha \leq \mathcal{G}_{\varphi}(\omega) \leq \beta \text { for almost all } \omega \in N_{\varphi},
$$

where $N_{\varphi}:=\left\{\omega \in[0,1)^{d}: \mathcal{G}_{\varphi}(\omega) \neq 0\right\}$.
ii) $E(\varphi)$ is a Riesz basis for $V(\varphi)$ with constants $\alpha$ and $\beta$ if and only if

$$
\alpha \leq \mathcal{G}_{\varphi}(\omega) \leq \beta \text { for almost all } \omega \in[0,1)^{d} .
$$

We refer the reader to [HSWW10a] to see how other properties of $E(\varphi)$ (such as being a Schauder basis for $V(\varphi)$ ) correspond to those of $\mathcal{G}_{\varphi}$.

We will present now an example from [Chr03] which shows a function $\varphi$ whose translates are not a frame for the SIS generated by $\varphi$.

Example 1.5.15. Let $\varphi=\chi_{[-1,2)}$. It can be shown (see [Chr03]) that $\mathcal{G}_{\varphi}(\omega)=3+$ $4 \cos (2 \pi \omega)+2 \cos (4 \pi \omega)$. Note that $\mathcal{G}_{\varphi}$ is continuous and has two isolated zeros $\mathcal{G}_{\varphi}\left(\frac{1}{3}\right)=$ $\mathcal{G}_{\varphi}\left(\frac{2}{3}\right)=0$. So, by Remark 1.5.14, $E(\varphi)$ is not a frame for $V(\varphi)$.

## 2

## Optimal signal models and dimensionality reduction for data clustering

### 2.1 Introduction

In this chapter we are going to study the problem of finding models which best explain a finite data set of signals. We will first review some results about finding a subspace that is closest to a given finite data set. More precisely, if $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ is a set of vectors of a Hilbert space $\mathcal{H}$, we will study the problem of finding an optimal subspace $V_{0} \subseteq \mathcal{H}$ that minimizes the expression

$$
\mathcal{E}(\mathcal{F}, V):=\sum_{i=1}^{m} d^{2}\left(f_{i}, V\right)=\sum_{i=1}^{m}\left\|f_{i}-P_{V} f_{i}\right\|^{2}
$$

over all possible choices of subspaces $V$ belonging to an appropriate class $C$ of subspaces of $\mathcal{H}$.

We will focus our attention in finding optimal subspaces for two cases: when $\mathcal{H}=\mathbb{R}^{N}$ and $C$ is the set of subspaces of dimension at most $k$ with $k \ll N$, and when $\mathcal{H}=L^{2}\left(\mathbb{R}^{d}\right)$ with $C$ being the family of FSISs of length at most $k$.
Following the new paradigm for signal sampling and reconstruction developed recently by Lu y Do [LD08] which assumes that the signals live in a union of subspaces instead of a single vector space, we will study the problem of finding an appropriate signal model $\mathcal{X}=\cup_{i} V_{i}$ from a set of observed data $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$.

We will review the results from [ACM08], which find subspaces $V_{1}, \ldots, V_{l}$, of some Hilbert space $\mathcal{H}$ that minimize the expression

$$
e\left(\mathcal{F},\left\{V_{1}, \ldots, V_{l}\right\}\right)=\sum_{i=1}^{m} \min _{1 \leq j \leq l} d^{2}\left(f_{i}, V_{j}\right),
$$

over all possible choices of $l$ subspaces belonging to an appropriate class of subspaces of $\mathcal{H}$.

If the subspaces $V_{i}$ belong to a family of closed subspaces $C$ which satisfies the so called Minimum Subspace Approximation Property (MSAP), an optimal solution to the non-linear subspace modeling problem that best fit the data exists, and algorithms to find these subspaces were developed in [ACM08].

The results from [ACM08] are proved in a general setting and then applied to the case of low dimensional subspaces of $\mathbb{R}^{N}$ and to infinite dimensional shift-invariant spaces of $L^{2}\left(\mathbb{R}^{d}\right)$.

For the euclidean case $\mathbb{R}^{N}$, the problem of finding a union of subspaces of dimension $k \ll N$ that best explains a data set $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ increases dramatically with the dimension $N$. In the present chapter we have focused on the computational complexity of finding optimal union of subspaces in $\mathbb{R}^{N}$. More precisely, we study techniques of dimension reduction for the algorithm proposed in [ACM08]. These techniques can also be used in a wide variety of situations and are not limited to this particular application.

We use random linear transformations to map the data to a lower dimensional space. The "projected" signals are then processed in that space, (i.e. finding the optimal union of subspaces) in order to produce an optimal partition. Then we apply this partition to the original data to obtain the associated model for that partition and obtain a bound for the error.

We analyze two situations. First we study the case when the data belongs to a union of subspaces (ideal case with no noise). In that case we obtain the optimal model using almost any transformation (see Proposition 2.4.3).

In the presence of noise, the data usually doesn't belong to a union of low dimensional subspaces. Thus, the distances from the data to an optimal model add up to a positive error. In this case, we need to restrict the admissible transformations. We apply recent results on distributions of matrices satisfying concentration inequalities, which also proved to be very useful in the theory of compressed sensing.

We are able to prove that the model obtained by our approach is quasi optimal with a high probability. That is, if we map the data using a random matrix from one of the distributions satisfying the concentration law, then with high probability, the distance of the data to the model is bounded by the optimal distance plus a constant. This constant depends on the parameter of the concentration law, and the parameters of the model (number and dimension of the subspaces allowed in the model).

Let us remark here that the problem of finding the optimal union of subspaces that fit a given data set is also known as "Projective clustering". Several algorithms have been proposed in the literature to solve this problem. Particularly relevant is [DRVW06] (see also references therein) where the authors used results from volume and adaptive sampling to obtain a polynomial-time approximation scheme. See [AM04] for a related algorithm.

The rest of the chapter is organized as follows: in Section 2.2 we present the EckartYoung's Theorem, which solves the problem of finding a subspace of dimension less than or equal to $k$ that best approximates a finite set of vectors of $\mathbb{R}^{N}$. We also review the results from [ACHM07] to find an FSIS which best fits a finite data set of functions of $L^{2}\left(\mathbb{R}^{d}\right)$.

In Section 2.3 we state the results from [ACM08] which find, for a given set of vectors in a Hilbert space, a union of subspaces minimizing the sum of the square of the distances between each vector and its closest subspace in the collection. We also review the iterative algorithm proposed in [ACM08] for finding the solution subspaces.

In Section 2.4 we concentrate on the non-linear subspace modeling problem when the model is a finite union of subspaces of $\mathbb{R}^{N}$ of dimension $k \ll N$. We study a class of transformations that map the problem into another one in lower dimension. We use the best model in the low dimensional space to approximate the best solution in the original high dimensional space. We then estimate the error produced between this solution and the optimal solution in the high dimensional space.

In Section 2.5 we give the proofs of the results from Subsection 2.4.2.

### 2.2 Optimal subspaces as signal models

Given a set of vectors $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ in a separable Hilbert space $\mathcal{H}$ and a family of closed subspaces $C$ of $\mathcal{H}$, the problem of finding a subspace $V \in C$ that best models the data $\mathcal{F}$ has many applications to mathematics and engineering.

Since one of our goals is to model a set of data by a closed subspace, we first provide a measure of how well a given data set can be modeled by a subspace.
Definition 2.2.1. Given a set of vectors $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ in a separable Hilbert space, the distance from a closed subspace $V \subseteq \mathcal{H}$ to $\mathcal{F}$ will be denoted by

$$
\mathcal{E}(\mathcal{F}, V):=\sum_{i=1}^{m} d^{2}\left(f_{i}, V\right)=\sum_{i=1}^{m}\left\|f_{i}-P_{V} f_{i}\right\|^{2} .
$$

We will say that a family of subspaces $C$ has the Minimum Subspace Approximation Property (MSAP) if for any finite set $\mathcal{F}$ of vectors in $\mathcal{H}$ there exists a subspace $V_{0} \in \mathcal{C}$ such that

$$
\begin{equation*}
\mathcal{E}\left(\mathcal{F}, V_{0}\right)=\inf \{\mathcal{E}(\mathcal{F}, V): V \in \mathcal{C}\} \leq \mathcal{E}(\mathcal{F}, V), \quad \forall V \in \mathcal{C} . \tag{2.1}
\end{equation*}
$$

Any subspace $V_{0} \in \mathcal{C}$ satisfying (2.1) will be called an optimal subspace for $\mathcal{F}$.
Necessary and sufficient conditions for $C$ to satisfy the MSAP are obtained in [AT10].
Let us denote by $\mathcal{E}_{0}(\mathcal{F}, C)$ the minimal error defined by

$$
\begin{equation*}
\mathcal{E}_{0}(\mathcal{F}, C):=\inf \{\mathcal{E}(\mathcal{F}, V): V \in \mathcal{C}\} . \tag{2.2}
\end{equation*}
$$

In this section we will study the problem of finding optimal subspaces for two cases: when $\mathcal{H}=\mathbb{R}^{N}$ and $\mathcal{C}$ is the set of subspaces of dimension at most $k$ (with $k \ll N$ ), and when $\mathcal{H}=L^{2}\left(\mathbb{R}^{d}\right)$ with $\mathcal{C}$ being the family of FSISs of length at most $k$.

We will begin by studying the euclidean case $\mathcal{H}=\mathbb{R}^{N}$. Assume we have a finite data set $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$. Our goal is to find a subspace $V_{0}$ such that $\operatorname{dim}\left(V_{0}\right) \leq k$ and

$$
\mathcal{E}\left(\mathcal{F}, V_{0}\right)=\mathcal{E}_{0}\left(\mathcal{F}, C_{k}\right)=\inf \left\{\mathcal{E}(\mathcal{F}, V): V \in \mathcal{C}_{k}\right\},
$$

where $\mathcal{C}_{k}$ is the family of subspaces of $\mathbb{R}^{N}$ with dimension at most $k$.
This well-known problem is solved by the Eckart-Young's Theorem (see [Sch07]) which uses the Singular Value Decomposition (SVD) of a matrix. Before stating the theorem, we will briefly recall the SVD of a matrix (for a detailed treatment see for example [Bha97]).
Let $M=\left[f_{1}, \ldots, f_{m}\right] \in \mathbb{R}^{N \times m}$ and $d:=\operatorname{rank}(M)$. Consider the matrix $M^{*} M \in \mathbb{R}^{m \times m}$. Since $M^{*} M$ is self-adjoint and positive semi-definite, it has eigenvalues $\lambda_{1} \geq \cdots \geq \lambda_{d}>$ $0=\lambda_{d+1}=\cdots=\lambda_{m}$. The associated eigenvectors $y_{1}, \ldots, y_{m}$ can be chosen to form an orthonormal basis of $\mathbb{R}^{m}$. The left singular vectors $u_{1}, \ldots, u_{d}$ can then be obtained from

$$
u_{i}=\lambda_{i}^{-1 / 2} M y_{i}=\lambda_{i}^{-1 / 2} \sum_{j=1}^{m} y_{i j} f_{j} \quad \forall 1 \leq i \leq d
$$

The remaining left singular vectors $u_{d+1}, \ldots, u_{m}$ can be chosen to be any orthonormal collection of $m-d$ vectors in $\mathbb{R}^{N}$ that are perpendicular to the subspace spanned by the columns of $M$. One obtain the following SVD of $M$

$$
M=U \Lambda^{1 / 2} Y^{*}
$$

where $U \in \mathbb{R}^{N \times m}$ is the matrix with columns $\left\{u_{1}, \ldots, u_{m}\right\}, \Lambda^{1 / 2}=\operatorname{diag}\left(\lambda_{1}^{1 / 2}, \ldots, \lambda_{m}^{1 / 2}\right)$, and $Y=\left\{y_{1}, \ldots, y_{m}\right\} \in \mathbb{R}^{m \times m}$ with $U^{*} U=I_{m}=Y^{*} Y=Y Y^{*}$.

We are now able to state the Eckart-Young's Theorem.
Theorem 2.2.2. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ be a set of vectors in $\mathbb{R}^{N}$ and let $M=\left[f_{1}, \ldots, f_{m}\right] \in$ $\mathbb{R}^{N \times m}$ be the matrix with columns $f_{i}$. Suppose that M has a $S V D M=U \Lambda^{1 / 2} Y^{*}$ and that $0<k \leq d$, with $d:=\operatorname{rank}(M)$. If $V_{0}=\operatorname{span}\left\{u_{1}, \ldots, u_{k}\right\}$, then

$$
\mathcal{E}\left(\mathcal{F}, V_{0}\right)=\mathcal{E}_{0}\left(\mathcal{F}, C_{k}\right)=\inf \left\{\mathcal{E}(\mathcal{F}, V): V \in \mathcal{C}_{k}\right\} .
$$

## Furthermore,

$$
\mathcal{E}_{0}\left(\mathcal{F}, C_{k}\right)=\sum_{j=k+1}^{d} \lambda_{j}
$$

where $\lambda_{1} \geq \cdots \geq \lambda_{d}>0$ are the positive eigenvalues of $M^{*} M$.
The previous theorem proves that in $\mathcal{H}=\mathbb{R}^{N}$, the class $C_{k}$ of subspaces of dimension at most $k$ has the MSAP. Therefore, for any finite set $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ of vectors in $\mathbb{R}^{N}$ there exists an optimal subspace $V_{0} \in \mathcal{C}_{k}$ which best approximates the data set $\mathcal{F}$. Moreover, Theorem 2.2.2 gives a way to construct the generators of an optimal subspace and estimates the minimal error $\mathcal{E}_{0}\left(\mathcal{F}, \mathcal{C}_{k}\right)$.

Let us now study the problem of finding an FSIS of $L^{2}\left(\mathbb{R}^{d}\right)$ that best approximates a finite data set of functions of $L^{2}\left(\mathbb{R}^{d}\right)$. More specifically, given a set of functions $\mathcal{F}=$ $\left\{f_{1}, \ldots, f_{m}\right\}$ in $L^{2}\left(\mathbb{R}^{d}\right)$, our goal is to find an FSIS $V_{0}$ of length at most $k$ (with $k$ much smaller than $m$ ) that is closest to $\mathcal{F}$ in the sense that

$$
\begin{equation*}
\mathcal{E}\left(\mathcal{F}, V_{0}\right)=\mathcal{E}_{0}\left(\mathcal{F}, \mathcal{L}_{k}\right)=\inf \left\{\mathcal{E}(\mathcal{F}, V): V \in \mathcal{L}_{k}\right\}, \tag{2.3}
\end{equation*}
$$

where $\mathcal{L}_{k}$ is the set of all the SISs of length less than or equal to $k$.
To solve this problem, in [ACHM07] the authors used fiberization techniques to reduce it to the finite dimensional problem of finding a subspace of dimension at most $k$ that best approximates a finite data set of vectors in the Hilbert space $\ell^{2}\left(\mathbb{Z}^{d}\right)$. This last problem can be solved by an extension of the Eckart-Young's Theorem (for more details see [ACHM07]).

The following theorem states the existence of an optimal subspace which solves problem (2.3). Recall from Definition 1.6 that for a given set $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ of functions in $L^{2}\left(\mathbb{R}^{d}\right)$, the Gramian matrix $\mathcal{G}_{\mathcal{F}}(\omega) \in \mathbb{C}^{m \times m}$ is defined by $\left(\mathcal{G}_{\mathcal{F}}(\omega)\right)_{i, j}=\left\langle\tau f_{i}(\omega), \tau f_{j}(\omega)\right\rangle$ for every $1 \leq i, j \leq m$, where $\tau f(\omega)=\{\widehat{f}(\omega+k)\}_{k \in \mathbb{Z}^{d}}$.
Theorem 2.2.3. Assume $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ is a set of functions in $L^{2}\left(\mathbb{R}^{d}\right)$, let $\lambda_{1}(\omega) \geq$ $\lambda_{2}(\omega) \geq \cdots \geq \lambda_{m}(\omega)$ be the eigenvalues of the Gramian $\mathcal{G}_{\mathcal{F}}(\omega)$. Then
i) The eigenvalues $\lambda_{i}(\omega), 1 \leq i \leq m$ are $\mathbb{Z}^{d}$-periodic, measurable functions in $L^{2}\left([0,1)^{d}\right)$ and

$$
\mathcal{E}_{0}\left(\mathcal{F}, \mathcal{L}_{k}\right)=\sum_{i=k+1}^{m} \int_{[0,1)^{d}} \lambda_{i}(\omega) d \omega,
$$

where $\mathcal{L}_{k}$ is the set of all the FSISs of length less than or equal to $k$.
ii) Let $N_{i}:=\left\{\omega: \lambda_{i}(\omega) \neq 0\right\}$, and define $\tilde{\sigma}_{i}(\omega)=\lambda_{i}^{-1 / 2}(\omega)$ on $N_{i}$ and $\tilde{\sigma}_{i}(\omega)=0$ on $N_{i}^{c}$. Then, there exists a choice of measurable left eigenvectors $y_{1}(\omega), \ldots, y_{k}(\omega)$ associated with the first $k$ largest eigenvalues of $\mathcal{G}_{\mathcal{F}}(\omega)$ such that the functions defined by

$$
\widehat{\varphi_{i}}(\omega)=\tilde{\sigma}_{i}(\omega) \sum_{j=1}^{m} y_{i j}(\omega) \widehat{f_{j}}(\omega), \quad i=1, \ldots, k, \omega \in \mathbb{R}^{d}
$$

are in $L^{2}\left(\mathbb{R}^{d}\right)$. Furthermore, the corresponding set of functions $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{k}\right\}$ is a generator for an optimal space $V_{0}$ and the set $E(\Phi)$ is a Parseval frame for $V_{0}$.

As a consequence of the previous theorem we obtain that the class $\mathcal{L}_{k}$ of FSISs of $L^{2}\left(\mathbb{R}^{d}\right)$ of length at most $k$ satisfies the MSAP. So, problem (2.3) always has a solution. Moreover, Theorem 2.2.3 gives a way to construct the generators of an optimal subspace and estimates the minimal error $\mathcal{E}_{0}\left(\mathcal{F}, \mathcal{L}_{k}\right)$.

### 2.3 Optimal union of subspaces as signal models

In this section we will study the problem of finding a union of subspaces that best approximates a finite data set in a Hilbert space $\mathcal{H}$.

Let $\mathcal{C}$ be a family of closed subspaces of $\mathcal{H}$ containing the zero subspace. Given $l \in \mathbb{N}$, denote by $\mathcal{B}$ the collection of bundles of subspaces in $\mathcal{C}$,

$$
\mathcal{B}=\left\{B=\left\{V_{1}, \ldots, V_{l}\right\}: V_{i} \in C, i=1, \ldots, l\right\} .
$$

For a set of vectors $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ in $\mathcal{H}$, the error between a bundle $B=\left\{V_{1}, \ldots, V_{l}\right\} \in \mathcal{B}$ and $\mathcal{F}$ will be defined by

$$
e(\mathcal{F}, B)=\sum_{i=1}^{m} \min _{1 \leq j \leq l} d^{2}\left(f_{i}, V_{j}\right),
$$

where $d$ stands for the distance in $\mathcal{H}$ (see Figure 2.1 for an example).


Figure 2.1: An example of a data set $\mathcal{F}=\left\{f_{1}, \ldots, f_{5}\right\}$ in $\mathbb{R}^{2}$ and a bundle $B=\left\{V_{1}, V_{2}\right\}$ of two lines. In this case $e(\mathcal{F}, B)=d^{2}\left(f_{1}, V_{1}\right)+d^{2}\left(f_{2}, V_{1}\right)+d^{2}\left(f_{3}, V_{2}\right)+d^{2}\left(f_{4}, V_{2}\right)+d^{2}\left(f_{5}, V_{1}\right)$. The partition generated by the bundle $B$ is $S_{1}=\{1,2,5\}$ and $S_{2}=\{3,4\}$.

Observe that for the case $l=1$ the error $e$ coincides with the error $\mathcal{E}$ defined in the previous section. That is,

$$
e(\mathcal{F},\{V\})=\mathcal{E}(\mathcal{F}, V)=\sum_{i=1}^{m} d^{2}\left(f_{i}, V\right)
$$

Recall from the previous section that a family of subspaces $C$ has the Minimum Subspace Approximation Property (MSAP) if for any finite set $\mathcal{F}$ of vectors in $\mathcal{H}$ there exists a subspace $V_{0} \in C$ such that

$$
\mathcal{E}\left(\mathcal{F}, V_{0}\right)=\inf \{\mathcal{E}(\mathcal{F}, V): V \in C\} \leq \mathcal{E}(\mathcal{F}, V), \quad \forall V \in C
$$

The following theorem states that the problem of finding an optimal union of subspaces has solution for every finite data set $\mathcal{F} \subseteq \mathcal{H}$ and every $l \geq 1$ if and only if $\mathcal{C}$ has the MSAP.

Theorem 2.3.1 ([ACM08]). Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ be vectors in $\mathcal{H}$, and let $l$ be given $(l<m)$. If C satisfies the MSAP, then there exists a bundle $B_{0}=\left\{V_{1}^{0}, \ldots, V_{l}^{0}\right\} \in \mathcal{B}$ such that

$$
\begin{equation*}
e\left(\mathcal{F}, B_{0}\right)=e_{0}(\mathcal{F}):=\inf \{e(\mathcal{F}, B): B \in \mathcal{B}\} . \tag{2.4}
\end{equation*}
$$

Any bundle $B_{0} \in \mathcal{B}$ satisfying (2.4) will be called an optimal bundle for $\mathcal{F}$.

Remark 2.3.2. In the context of the Hilbert space $\mathcal{H}=L^{2}\left(\mathbb{R}^{d}\right)$, Teorem 2.2.3 proves that the family $\mathcal{L}_{k}$ of shift-invariant spaces with length less than or equal to $k$ has the MSAP. Thus, by Theorem 2.3.1 there exists a solution for the problem of optimal union of FSISs.

In the case of $\mathcal{H}=\mathbb{R}^{N}$, Theorem 2.2.2 states that the family $\mathcal{C}_{k}$ of subspaces of dimension at most $k$ has the MSAP. So, also in this case there exists a union of $k$-dimensional subspaces which is closest to a given data set.

### 2.3.1 Bundles associated to a partition and partitions associated to a bundle

The following relations between partitions of the indices $\{1, \ldots, m\}$ and bundles will be relevant for understanding the solution to the problem of optimal models. From now on we will assume that the class $C$ has the MSAP.

We will denote by $\boldsymbol{\Pi}_{l}(\{1, \ldots, m\})$ the set of all $l$-sequences $\mathbf{S}=\left\{S_{1}, \ldots, S_{l}\right\}$ of subsets of $\{1, \ldots, m\}$ satisfying the property that for all $1 \leq i, j \leq l$,

$$
\bigcup_{r=1}^{l} S_{r}=\{1, \ldots, m\} \quad \text { and } \quad S_{i} \cap S_{j}=\emptyset \text { for } i \neq j
$$

We want to emphasize that this definition does not exclude the case when some of the $S_{i}$ are the empty set. By abuse of notation, we will still call the elements of $\Pi_{l}(\{1, \ldots, m\})$ partitions of $\{1, \ldots, m\}$.

Definition 2.3.3. Given a bundle $B=\left\{V_{1}, \ldots, V_{l}\right\} \in \mathcal{B}$, we can split the set $\{1, \ldots, m\}$ into a partition $\mathbf{S}=\left\{S_{1}, \ldots, S_{l}\right\} \in \Pi_{l}(\{1, \ldots, m\})$ with respect to that bundle, by grouping together into $S_{i}$ the indices of the vectors in $\mathcal{F}$ that are closer to a given subspace $V_{i}$ than to any other subspace $V_{j}, j \neq i$. Thus, the partitions generated by $B$ are defined by $\mathbf{S}=\left\{S_{1}, \ldots, S_{l}\right\} \in \boldsymbol{\Pi}_{l}(\{1, \ldots, m\})$, where

$$
j \in S_{i} \quad \text { if and only if } \quad d\left(f_{j}, V_{i}\right) \leq d\left(f_{j}, V_{h}\right), \quad \forall h=1, \ldots, l .
$$

We can also associate to a given partition $\mathbf{S} \in \boldsymbol{\Pi}_{l}$ the bundles in $\mathcal{B}$ as follows:
Definition 2.3.4. Given a partition $\mathbf{S}=\left\{S_{1}, \ldots, S_{l}\right\} \in \Pi_{l}$, we will denote by $\mathcal{F}_{i}$ the set $\mathcal{F}_{i}=\left\{f_{j}\right\}_{j \in S_{i}}$. A bundle $B=\left\{V_{1}, \ldots, V_{l}\right\} \in \mathcal{B}$ is generated by $\mathbf{S}$ if and only if for every $i=1, \ldots, l$,

$$
\mathcal{E}\left(\mathcal{F}_{i}, V_{i}\right)=\mathcal{E}_{0}\left(\mathcal{F}_{i}, C\right)=\inf \left\{\mathcal{E}\left(\mathcal{F}_{i}, V\right): V \in C\right\} .
$$

In this way, for a given data set $\mathcal{F}$, every bundle has a set of associated partitions (those that are generated by the bundle) and every partition has a set of associated bundles (those that are generated by the partition). Note however, that the fact that $\mathbf{S}$ is generated by $B$ does not imply that $B$ is generated by $\mathbf{S}$, and vice versa (an example is given in Figure 2.2). However, if $B_{0}$ is an optimal bundle that solves the problem for the data $\mathcal{F}$ as in

Theorem 2.3.1, then in this case, the partition $\mathbf{S}_{0}$ generated by $B_{0}$ also generates $B_{0}$. On the other hand not every pair $(B, \mathbf{S})$ with this property produces the minimal error $e_{0}(\mathcal{F})$.

Here and subsequently, the partition $\mathbf{S}_{0}$ generated by the optimal bundle $B_{0}$ will be called an optimal partition for $\mathcal{F}$.


Figure 2.2: The data set $\mathcal{F}=\left\{f_{1}, \ldots, f_{5}\right\}$ is the same as in Figure 2.1. The bundle $B=\left\{V_{1}, V_{2}\right\}$ generates the partition $\mathbf{S}=\{\{1,2,5\},\{3,4\}\}$. This partition generates the bundle $B^{\prime}=\left\{W_{1}, W_{2}\right\}$.

An algorithm to solve the problem of finding an optimal union of subspaces was proposed in [ACM08]. It consists in picking any partition $\mathbf{S}_{1} \in \boldsymbol{\Pi}_{l}$ and finding a bundle $B_{1}$ generated by $\mathbf{S}_{1}$. Then find a partition $\mathbf{S}_{2}$ generated by the bundle $B_{1}$ and calculate the bundle $B_{2}$ associated to $\mathbf{S}_{2}$. Iterate this procedure until obtaining the optimal bundle (see [ACM08] for more details).

### 2.3.2 The euclidean case: sparsity and dictionaries

In this section we will focus our attention in the problem of optimal union of subspaces for the euclidean case. The study of optimal union of subspaces models for the case $\mathcal{H}=\mathbb{R}^{N}$ has applications to mathematics and engineering [CL09, EM09, EV09, Kan01, KM02, LD08, AC09, VMS05]. In the previous section we have shown that the problem of finding a union of $l$ subspaces of dimension less than or equal to $k$ that best approximates a data set in $\mathbb{R}^{N}$ has a solution (see Remark 2.3.2).
In this section, we will relate the existence of optimal union of subspaces in $\mathbb{R}^{N}$ with the problem of finding a dictionary in which the data set has a certain sparsity. We will also analyze the applicability of the algorithm given in the previous section for the euclidean case.

Definition 2.3.5. Given a set of vectors $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ in $\mathbb{R}^{N}$, a real number $\rho \geq 0$ and positive integers $l, k<N$ we will say that the data $\mathcal{F}$ is $(l, k, \rho)$-sparse if there exist
subspaces $V_{1}, \ldots, V_{l}$ of $\mathbb{R}^{N}$ with dimension at most $k$, such that

$$
e\left(\mathcal{F},\left\{V_{1}, \ldots, V_{l}\right\}\right)=\sum_{i=1}^{m} \min _{1 \leq j \leq l} d^{2}\left(f_{i}, V_{j}\right) \leq \rho,
$$

where $d$ stands for the euclidean distance in $\mathbb{R}^{N}$.
When $\mathcal{F}$ is $(l, k, 0)$-sparse, we will simply say that $\mathcal{F}$ is $(l, k)$-sparse.
Note that if $\mathcal{F}$ is $(l, k)$-sparse, there exist $l$ subspaces $V_{1}, \ldots, V_{l}$ of dimension at most $k$, such that

$$
\mathcal{F} \subseteq \cup_{i=1}^{l} V_{i}
$$

For the general case $\rho>0$, the $(l, k, \rho)$-sparsity of the data implies that $\mathcal{F}$ can be partitioned into a small number of subsets, in such a way that each subset belongs to or is at no more than $\rho$-distance from a low dimensional subspace. The collection of these subspaces provides an optimal non-linear sparse model for the data.

Observe that if the data $\mathcal{F}$ is $(l, k, \rho)$-sparse, a model which verifies Definition 2.3.5 provides a dictionary of length not bigger than $l k$ (and in most cases much smaller) in which our data can be represented using at most $k$ atoms with an error smaller than $\rho$.

More precisely, let $\left\{V_{1}, \ldots, V_{l}\right\}$ be a collection of subspaces which satisfies Definition 2.3.5 and $D$ a set of vectors from $\bigcup_{j} V_{j}$ that is minimal with the property that its span contains $\bigcup_{j} V_{j}$. Then for each $f \in \mathcal{F}$ there exists $\Lambda \subseteq D$ with $\# \Lambda \leq k$ such that

$$
\left\|f-\sum_{g \in \Lambda} \alpha_{g} g\right\|_{2}^{2} \leq \rho, \quad \text { for some scalars } \alpha_{g} .
$$

In [MT82] Megiddo and Tamir showed that it is NP-complete to decide whether a set $\mathcal{F}$ of $m$ points in $\mathbb{R}^{2}$ can be covered by $l$ lines. This implies that the problem of finding a union a subspaces that best explains a data set is NP-Complete even in the planar case.

The algorithm from [ACM08] described in the previous section involves the calculation of optimal bundles, which depends on finding an optimal subspace for a data set. Recall that the solution to the case $l=1$ is given by the SVD of a matrix (see EckartYoung's Theorem). The running time of the SVD method for a matrix $M \in \mathbb{R}^{N \times m}$ is $O\left(\min \left\{m N^{2}, N m^{2}\right\}\right)$ (for further details see [TB97]). Thus the implementation of the algorithm can be very expensive if $N$ is very large.

In the following section we study techniques of dimension reduction to avoid the expensiveness of the algorithm described above. These techniques can also be used in a wide variety of situations and are not limited to this particular application.

### 2.4 Dimensionality reduction

The problem of finding the optimal union of subspaces that best models a given set of data $\mathcal{F}$ when the dimension of the ambient space $N$ is large is computationally expensive.

When the dimension $k$ of the subspaces is considerably smaller than $N$, it is natural to map the data onto a lower-dimensional subspace, solve an associated problem in the lower dimensional space and map the solution back into the original space. Specifically, given the data set $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ which is $(l, k, \rho)$-sparse and a matrix $A \in \mathbb{R}^{r \times N}$, with $r \ll N$, find the optimal partition of the projected data $\mathcal{F}^{\prime}:=A(\mathcal{F})=\left\{A f_{1}, \ldots, A f_{m}\right\} \subseteq$ $\mathbb{R}^{r}$, and use this partition to find an approximate solution to the optimal model for $\mathcal{F}$.

### 2.4.1 The ideal case $\rho=0$

In this section we will assume that the data $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ is $(l, k)$-sparse, i.e., there exist $l$ subspaces of dimension at most $k$ such that $\mathcal{F}$ lies in the union of these subspaces. For this ideal case, we will show that we can always recover the optimal solution to the original problem from the optimal solution to the problem in the low dimensional space as long as the low dimensional space has dimension $r>k$.
We will begin with the proof that for any matrix $A \in \mathbb{R}^{r \times N}$, the projected data $\mathcal{F}^{\prime}=A(\mathcal{F})$ is $(l, k)$-sparse in $\mathbb{R}^{r}$.
Lemma 2.4.1. Assume the data $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ is (l,k)-sparse and let $A \in \mathbb{R}^{r \times N}$. Then $\mathcal{F}^{\prime}:=A(\mathcal{F})=\left\{A f_{1}, \ldots, A f_{m}\right\} \subseteq \mathbb{R}^{r}$ is $(l, k)$-sparse.

Proof. Let $V_{1}^{0}, \ldots, V_{l}^{0}$ be optimal spaces for $\mathcal{F}$. Since

$$
\operatorname{dim}\left(A\left(V_{i}^{0}\right)\right) \leq \operatorname{dim}\left(V_{i}^{0}\right) \leq k \quad \forall 1 \leq i \leq l,
$$

and

$$
\mathcal{F}^{\prime} \subseteq \bigcup_{i=1}^{l} A\left(V_{i}^{0}\right),
$$

it follows that $B:=\left\{A\left(V_{1}^{0}\right), \ldots, A\left(V_{l}^{0}\right)\right\}$ is an optimal bundle for $\mathcal{F}^{\prime}$ and $e\left(\mathcal{F}^{\prime}, B\right)=0$.

Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ be $(l, k)$-sparse and $A \in \mathbb{R}^{r \times N}$. By Lemma 2.4.1, $\mathcal{F}^{\prime}$ is $(l, k)$ sparse. Thus, there exists an optimal partition $\mathbf{S}=\left\{S_{1}, \ldots, S_{l}\right\}$ for $\mathcal{F}^{\prime}$ in $\Pi_{l}(\{1, \ldots, m\})$, such that

$$
\mathcal{F}^{\prime} \subseteq \bigcup_{i=1}^{l} W_{i},
$$

where $W_{i}:=\operatorname{span}\left\{A f_{j}\right\}_{j \in S_{i}}$ and $\operatorname{dim}\left(W_{i}\right) \leq k$. Note that $\left\{W_{1}, \ldots, W_{l}\right\}$ is an optimal bundle for $\mathcal{F}^{\prime}$.

We can define the bundle $B_{\mathbf{S}}=\left\{V_{1}, \ldots, V_{l}\right\}$ by

$$
\begin{equation*}
V_{i}:=\operatorname{span}\left\{f_{j}\right\}_{j \in S_{i}}, \quad \forall 1 \leq i \leq l . \tag{2.5}
\end{equation*}
$$

Since $\mathbf{S} \in \boldsymbol{\Pi}_{l}(\{1, \ldots, m\})$, we have that

$$
\mathcal{F} \subseteq \bigcup_{i=1}^{l} V_{i} .
$$

Thus, the bundle $B_{\mathrm{S}}$ will be optimal for $\mathcal{F}$ if $\operatorname{dim}\left(V_{i}\right) \leq k, \forall 1 \leq i \leq l$. The above discussion suggests the following definition:

Definition 2.4.2. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ be $(l, k)$-sparse. We will call a matrix $A \in$ $\mathbb{R}^{r \times N}$ admissible for $\mathcal{F}$ if for every optimal partition $\mathbf{S}$ for $\mathcal{F}^{\prime}$, the bundle $B_{\mathbf{S}}$ defined by (2.5) is optimal for $\mathcal{F}$.

The next proposition states that almost all $A \in \mathbb{R}^{r \times N}$ are admissible for $\mathcal{F}$.
The Lebesgue measure of a set $E \subseteq \mathbb{R}^{q}$ will be denoted by $|E|$.
Proposition 2.4.3. Assume the data $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ is $(l, k)$-sparse and let $r>k$. Then, almost all $A \in \mathbb{R}^{r \times N}$ are admissible for $\mathcal{F}$.

Proof. If a matrix $A \in \mathbb{R}^{r \times N}$ is not admissible, there exists an optimal partition $\mathbf{S} \in \boldsymbol{\Pi}_{l}$ for $\mathcal{F}^{\prime}$ such that the bundle $B_{\mathbf{S}}=\left\{V_{1}, \ldots, V_{l}\right\}$ is not optimal for $\mathcal{F}$.

Let $\mathcal{D}_{k}$ be the set of all the subspaces $V$ in $\mathbb{R}^{N}$ of dimension bigger than $k$, such that $V=\operatorname{span}\left\{f_{j}\right\}_{j \in S}$ with $S \subseteq\{1, \ldots, m\}$.

Thus, we have that the set of all the matrices of $\mathbb{R}^{r \times N}$ which are not admissible for $\mathcal{F}$ is contained in the set

$$
\bigcup_{V \in \mathcal{D}_{k}}\left\{A \in \mathbb{R}^{r \times N}: \operatorname{dim}(A(V)) \leq k\right\} .
$$

Note that the set $\mathcal{D}_{k}$ is finite, since there are finitely many subsets of $\{1, \ldots, m\}$. Therefore, the proof of the proposition is complete by showing that for a fixed subspace $V \subseteq \mathbb{R}^{N}$, such that $\operatorname{dim}(V)>k$, it is true that

$$
\begin{equation*}
\left|\left\{A \in \mathbb{R}^{r \times N}: \operatorname{dim}(A(V)) \leq k\right\}\right|=0 \tag{2.6}
\end{equation*}
$$

Let then $V$ be a subspace such that $\operatorname{dim}(V)=t>k$. Given $\left\{v_{1}, \ldots, v_{t}\right\}$ a basis for $V$, by abuse of notation, we continue to write $V$ for the matrix in $\mathbb{R}^{N \times t}$ with vectors $v_{i}$ as columns. Thus, proving (2.6) is equivalent to proving that

$$
\begin{equation*}
\left|\left\{A \in \mathbb{R}^{r \times N}: \operatorname{rank}(A V) \leq k\right\}\right|=0 . \tag{2.7}
\end{equation*}
$$

As $\min \{r, t\}>k$, the set $\left\{A \in \mathbb{R}^{r \times N}: \operatorname{rank}(A V) \leq k\right\}$ is included in

$$
\begin{equation*}
\left\{A \in \mathbb{R}^{r \times N}: \operatorname{det}\left(V^{*} A^{*} A V\right)=0\right\} . \tag{2.8}
\end{equation*}
$$

Since $\operatorname{det}\left(V^{*} A^{*} A V\right)$ is a non-trivial polynomial in the $r \times N$ coefficients of $A$, the set (2.8) has Lebesgue measure zero. Hence, (2.7) follows.

### 2.4.2 The non-ideal case $\rho>0$

Even if a set of data is drawn from a union of subspaces, in practice it is often corrupted by noise. Thus, in general $\rho>0$, and our goal is to estimate the error produced when we solve the associated problem in the lower dimensional space and map the solution back into the original space.

Intuitively, if $A \in \mathbb{R}^{r \times N}$ is an arbitrary matrix, the $\operatorname{set} \mathcal{F}^{\prime}=A \mathcal{F}$ will preserve the original sparsity only if the matrix $A$ does not change the geometry of the data in an essential way. One can think that in the ideal case, since the data is sparse, it actually lies in an union of low dimensional subspaces (which is a very thin set in the ambient space).

However, when the data is not 0 -sparse, but only $\rho$-sparse with $\rho>0$, the optimal subspaces plus the data do not lie in a thin set. This is the main obstacle in order to obtain an analogous result as in the ideal case.

Far from having the result that for almost any matrix $A$ the geometry of the data will be preserved, we have the Johnson-Lindenstrauss (JL) lemma [JL84], that guaranties - for a given data set - the existence of one Lipschitz mapping which approximately preserves the relative distances between the data points.

Several proofs of the JL lemma have been made in the past years. It is of our interest the proof of an improved version of the JL lemma given in [Ach03] that uses random matrices which verify a concentration inequality. In what follows we will announce this concentration inequality. The aim of this chapter is to use these random matrices to obtain positive results for the problem of optimal union of subspaces in the $\rho>0$ case.

Let $(\Omega, \operatorname{Pr})$ be a probability measure space. Given $r, N \in \mathbb{N}$, a random matrix $A_{\omega} \in \mathbb{R}^{r \times N}$ is a matrix with entries $\left(A_{\omega}\right)_{i, j}=a_{i, j}(\omega)$, where $\left\{a_{i, j}\right\}$ are independent and identically distributed random variables for every $1 \leq i \leq r$ and $1 \leq j \leq N$.

Given $x \in \mathbb{R}^{d}$, we write $\|x\|$ for the $\ell^{2}$ norm of $x$ in $\mathbb{R}^{d}$.
Definition 2.4.4. We say that a random matrix $A_{\omega} \in \mathbb{R}^{r \times N}$ satisfies the concentration inequality if for every $0<\varepsilon<1$, there exists $c_{0}=c_{0}(\varepsilon)>0$ (independent of $r, N$ ) such that for any $x \in \mathbb{R}^{N}$,

$$
\begin{equation*}
\operatorname{Pr}\left((1-\varepsilon)\|x\|^{2} \leq\left\|A_{\omega} x\right\|^{2} \leq(1+\varepsilon)\|x\|^{2}\right) \geq 1-2 e^{-r c_{0}} \tag{2.9}
\end{equation*}
$$

Such matrices are easy to come by as the next proposition shows [Ach03]. We will denote by $\mathcal{N}\left(0, \frac{1}{r}\right)$ the Normal distribution with mean 0 and variance $\frac{1}{r}$.

Proposition 2.4.5. Let $A_{\omega} \in \mathbb{R}^{r \times N}$ be a random matrix whose entries are chosen independently from either $\mathcal{N}\left(0, \frac{1}{r}\right)$ or $\left\{\frac{-1}{\sqrt{r}}, \frac{1}{\sqrt{r}}\right\}$ Bernoulli. Then $A_{\omega}$ satisfies (2.9) with $c_{0}(\varepsilon)=\frac{\varepsilon^{2}}{4}-\frac{\varepsilon^{3}}{6}$.

To prove the proposition from above in [Ach03], the author showed that for any $x \in \mathbb{R}^{N}$, the expectation of the random variable $\left\|A_{\omega} x\right\|^{2}$ is $\|x\|^{2}$. Then, it was proved that for any $x \in \mathbb{R}^{N}$ the random variable $\left\|A_{\omega} x\right\|^{2}$ is strongly concentrated about its expected value.

In what follows we will state and prove a simpler version of the JL lemma included in [Ach03]. This lemma states that any set of points from a high-dimensional Euclidean space can be embedded into a lower dimensional space without suffering great distortion.

Here and subsequently, the union bound will refer to the property which states that for any finite or countable set of events, the probability that at least one of the events happens is no greater than the sum of the probabilities of the individual events. That is, for a countable set of events $\left\{B_{i}\right\}_{i \in I}$, it holds that

$$
\operatorname{Pr}\left(\bigcup_{i} B_{i}\right) \leq \sum_{i} \operatorname{Pr}\left(B_{i}\right) .
$$

This property follows from the fact that a probability measure is $\sigma$-sub-additive.
Lemma 2.4.6. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ be a set of points in $\mathbb{R}^{N}$ and let $0<\varepsilon<1$. If $r>24 \varepsilon^{-2} \ln (m)$, there exists a matrix $A \in \mathbb{R}^{r \times N}$ such that

$$
\begin{equation*}
(1-\varepsilon)\left\|f_{i}-f_{j}\right\|^{2} \leq\left\|A f_{i}-A f_{j}\right\|^{2} \leq(1+\varepsilon)\left\|f_{i}-f_{j}\right\|^{2} \quad \forall 1 \leq i, j \leq m . \tag{2.10}
\end{equation*}
$$

Proof. Let $A_{\omega} \in \mathbb{R}^{r \times N}$ be a random matrix with entries having any one of the two distributions from Proposition 2.4.5.

Using the union bound property, we have that

$$
\begin{aligned}
& \operatorname{Pr}\left((1-\varepsilon)\left\|f_{i}-f_{j}\right\|^{2} \leq\left\|A_{\omega}\left(f_{i}-f_{j}\right)\right\|^{2} \leq(1+\varepsilon)\left\|f_{i}-f_{j}\right\|^{2} \quad \forall 1 \leq i, j \leq m\right) \\
= & 1-\operatorname{Pr}\left(\left|\left\|A_{\omega}\left(f_{i}-f_{j}\right)\right\|^{2}-\left\|f_{i}-f_{j}\right\|^{2}\right| \geq \varepsilon\left\|f_{i}-f_{j}\right\|^{2} \quad \text { for some } 1 \leq i, j \leq m\right) \\
\geq & 1-\sum_{1 \leq i, j \leq m} \operatorname{Pr}\left(\left|\left\|A_{\omega}\left(f_{i}-f_{j}\right)\right\|^{2}-\left\|f_{i}-f_{j}\right\|^{2}\right| \geq \varepsilon\left\|f_{i}-f_{j}\right\|^{2}\right) \\
\geq & 1-\sum_{1 \leq i, j \leq m} 2 e^{-r c_{0}} \\
= & 1-m(m-1) e^{-r c_{0}} .
\end{aligned}
$$

Recall from Proposition 2.4.5 that $c_{0}=\frac{\varepsilon^{2}}{4}-\frac{\varepsilon^{3}}{6} \geq \frac{\varepsilon^{2}}{12}$. If $r>24 \varepsilon^{-2} \ln (m)$, it follows that $1-m(m-1) e^{-r c_{0}}>0$, thus (2.10) is verified with positive probability.

In this section we will use random matrices $A_{\omega}$ satisfying (2.9) to produce the lower dimensional data set $\mathcal{F}^{\prime}=A_{\omega} \mathcal{F}$, with the aim of recovering with high probability an optimal partition for $\mathcal{F}$ using the optimal partition of $\mathcal{F}^{\prime}$.

Below we will state the main results of Subsection 2.4.2 and we will give their proofs in Section 2.5.

Note that by Lemma 2.4.1, if $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ is $(l, k, 0)$-sparse, then $A_{\omega} \mathcal{F}$ is ( $l, k, 0$ )-sparse for all $\omega \in \Omega$. The following proposition is a generalization of Lemma 2.4.1 to the case where $\mathcal{F}$ is $(l, k, \rho)$-sparse with $\rho>0$.

Proposition 2.4.7. Assume the data $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ is $(l, k, \rho)$-sparse with $\rho>0$. If $A_{\omega} \in \mathbb{R}^{r \times N}$ is a random matrix which satisfies (2.9), then $A_{\omega} \mathcal{F}$ is $(l, k,(1+\varepsilon) \rho)$-sparse with probability at least $1-2 m e^{-r c_{0}}$.

Hence if the data is mapped with a random matrix which satisfies the concentration inequality, then with high probability, the sparsity of the transformed data is close to the sparsity of the original data. Further, as the following theorem shows, we obtain an estimation for the error between $\mathcal{F}$ and the bundle generated by the optimal partition for $\mathcal{F}^{\prime}=A_{\omega} \mathcal{F}$.

Note that, given a constant $\alpha>0$, the scaled data $\alpha \mathcal{F}=\left\{\alpha f_{1}, \ldots, \alpha f_{m}\right\}$ satisfies that $e(\alpha \mathcal{F}, B)=\alpha^{2} e(\mathcal{F}, B)$ for any bundle $B$. So, an optimal bundle for $\mathcal{F}$ is optimal for $\alpha \mathcal{F}$, and vice versa. Therefore, we can assume that the data $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ is normalized, that is, the matrix $M \in \mathbb{R}^{N \times m}$ which has the vectors $\left\{f_{1}, \ldots, f_{m}\right\}$ as columns has unitary Frobenius norm. Recall that the Frobenius norm of a matrix $M \in \mathbb{R}^{N \times m}$ is defined by

$$
\begin{equation*}
\|M\|^{2}:=\sum_{i=1}^{N} \sum_{j=1}^{m} M_{i, j}^{2} \tag{2.11}
\end{equation*}
$$

where $M_{i, j}$ are the coefficients of $M$.
Theorem 2.4.8. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ be a normalized data set and $0<\varepsilon<1$. Assume that $A_{\omega} \in \mathbb{R}^{r \times N}$ is a random matrix satisfying (2.9) and $\boldsymbol{S}_{\omega}$ is an optimal partition for $\mathcal{F}^{\prime}=A_{\omega} \mathcal{F}$ in $\mathbb{R}^{r}$. If $B_{\omega}$ is a bundle generated by the partition $\boldsymbol{S}_{\omega}$ and the data $\mathcal{F}$ in $\mathbb{R}^{N}$ as in Definition 2.3.3, then with probability exceeding $1-\left(2 m^{2}+4 m\right) e^{-r c_{0}}$, we have

$$
\begin{equation*}
e\left(\mathcal{F}, B_{\omega}\right) \leq(1+\varepsilon) e_{0}(\mathcal{F})+\varepsilon c_{1}, \tag{2.12}
\end{equation*}
$$

where $c_{1}=(l(d-k))^{1 / 2}$ and $d=\operatorname{rank}(\mathcal{F})$.
Finally, we can use this theorem to show that the set of matrices which are $\eta$-admissible (see definition below) is large.

The following definition generalizes Definition 2.4.2 to the $\rho$-sparse setting, with $\rho>0$.
Definition 2.4.9. Assume $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ is $(l, k, \rho)$-sparse and let $0<\eta<1$. We will say that a matrix $A \in \mathbb{R}^{r \times N}$ is $\eta$-admissible for $\mathcal{F}$ if for any optimal partition $\mathbf{S}$ for $\mathcal{F}^{\prime}=A \mathcal{F}$ in $\mathbb{R}^{r}$, the bundle $B_{\mathbf{S}}$ generated by $\mathbf{S}$ and $\mathcal{F}$ in $\mathbb{R}^{N}$, satisfies

$$
e\left(\mathcal{F}, B_{\mathbf{S}}\right) \leq \rho+\eta
$$

We have the following generalization of Proposition 2.4.3, which provides an estimate on the size of the set of $\eta$-admissible matrices.

Corollary 2.4.10. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ be a normalized data set and $0<\eta<1$. Assume that $A_{\omega} \in \mathbb{R}^{r \times N}$ is a random matrix which satisfies property (2.9) for $\varepsilon=\eta(1+$ $\sqrt{l(d-k)})^{-1}$. Then $A_{\omega}$ is $\eta$-admissible for $\mathcal{F}$ with probability at least $1-\left(2 m^{2}+4 m\right) e^{-r c_{0}(\varepsilon)}$.

Proof. Using the fact that $e_{0}(\mathcal{F}) \leq \mathcal{E}(\mathcal{F},\{0\})=\|\mathcal{F}\|^{2}=1$, we conclude from Theorem 2.4.8 that

$$
\begin{equation*}
\operatorname{Pr}\left(e\left(\mathcal{F}, B_{\omega}\right) \leq e_{0}(\mathcal{F})+\varepsilon\left(1+c_{1}\right)\right) \geq 1-c_{2} e^{-r c_{0}(\varepsilon)}, \tag{2.13}
\end{equation*}
$$

where $c_{1}=(l(d-k))^{1 / 2}, d=\operatorname{rank}(\mathcal{F})$, and $c_{2}=2 m^{2}+4 m$. That is,

$$
\operatorname{Pr}\left(e\left(\mathcal{F}, B_{\omega}\right) \leq e_{0}(\mathcal{F})+\eta\right) \geq 1-\left(2 m^{2}+4 m\right) e^{-r c_{0}(\varepsilon)} .
$$

As a consequence of the previous corollary, we have a bound on the dimension of the lower dimensional space to obtain a bundle which produces an error at $\eta$-distance of the minimal error with high probability.
Now, using that $c_{0}(\varepsilon) \geq \frac{\varepsilon^{2}}{12}$ for random matrices with gaussian or Bernoulli entries (see Proposition 2.4.5), from Theorem 2.4.8 we obtain the following corollary.

Corollary 2.4.11. Let $\eta, \delta \in(0,1)$, be given. Assume that $A_{\omega} \in \mathbb{R}^{r \times N}$ is a random matrix whose entries are as in Proposition 2.4.5.

Then for every $r$ satisfying,

$$
r \geq \frac{12(1+\sqrt{l(d-k)})^{2}}{\eta^{2}} \ln \left(\frac{2 m^{2}+4 m}{\delta}\right)
$$

with probability at least $1-\delta$ we have that

$$
e\left(\mathcal{F}, B_{\omega}\right) \leq e_{0}(\mathcal{F})+\eta .
$$

We want to remark here that the results of Subsection 2.4.2 are valid for any probability distribution that satisfies the concentration inequality (2.9). The bound on the error is still valid for $\rho=0$. However in that case we were able to obtain sharp results in Subsection 2.4.1.

### 2.5 Proofs

In this section we give the proofs for Subsection 2.4.2.

### 2.5.1 Background and supporting results

Before proving the results of the previous section we need several known theorems, lemmas, and propositions below.
Given $M \in \mathbb{R}^{m \times m}$ a symmetric matrix, let $\lambda_{1}(M) \geq \lambda_{2}(M) \geq \cdots \geq \lambda_{m}(M)$ be its eigenvalues and $s_{1}(M) \geq s_{2}(M) \geq \cdots \geq s_{m}(M) \geq 0$ be its singular values.

Recall that the Frobenius norm defined in (2.11) satisfies that

$$
\|M\|^{2}=\sum_{1 \leq i, j \leq m} M_{i, j}^{2}=\sum_{i=1}^{m} s_{i}^{2}(M),
$$

where $M_{i, j}$ are the coefficients of $M$.
Theorem 2.5.1. [Bha97, Theorem III.4.1]
Let $A, B \in \mathbb{R}^{m \times m}$ be symmetric matrices. Then for any choice of indices $1 \leq i_{1}<i_{2}<$ $\cdots<i_{k} \leq m$,

$$
\sum_{j=1}^{k}\left(\lambda_{i j}(A)-\lambda_{i j}(B)\right) \leq \sum_{j=1}^{k} \lambda_{j}(A-B) .
$$

Corollary 2.5.2. Let $A, B \in \mathbb{R}^{m \times m}$ be symmetric matrices. Assume $k$ and d are two integers which satisfy $0 \leq k \leq d \leq m$, then

$$
\left|\sum_{j=k+1}^{d}\left(\lambda_{j}(A)-\lambda_{j}(B)\right)\right| \leq(d-k)^{1 / 2}\|A-B\| .
$$

Proof. Since $A-B$ is symmetric, it follows that for each $1 \leq j \leq m$ there exists $1 \leq i_{j} \leq m$ such that

$$
\left|\lambda_{j}(A-B)\right|=s_{i_{j}}(A-B) .
$$

From this and Theorem 2.5.1 we have

$$
\begin{aligned}
\sum_{j=k+1}^{d}\left(\lambda_{j}(A)-\lambda_{j}(B)\right) & \leq \sum_{j=1}^{d-k} \lambda_{j}(A-B) \leq \sum_{j=1}^{d-k} s_{i_{j}}(A-B) \\
& \leq \sum_{j=1}^{d-k} s_{j}(A-B) \leq(d-k)^{1 / 2}\left(\sum_{j=1}^{d-k} s_{j}^{2}(A-B)\right)^{1 / 2} \\
& \leq(d-k)^{1 / 2}\|A-B\| .
\end{aligned}
$$

Remark 2.5.3. Note that the bound of the previous corollary is sharp. Indeed, let $A \in \mathbb{R}^{m \times m}$ be the diagonal matrix with coefficients $a_{i i}=2$ for $1 \leq i \leq d$, and $a_{i i}=0$ otherwise. Let $B \in \mathbb{R}^{m \times m}$ be the diagonal matrix with coefficients $b_{i i}=2$ for $1 \leq i \leq k, b_{i i}=1$ for $k+1 \leq i \leq d$, and $b_{i i}=0$ otherwise. Thus,

$$
\left|\sum_{j=k+1}^{d}\left(\lambda_{j}(A)-\lambda_{j}(B)\right)\right|=\left|\sum_{j=k+1}^{d}(2-1)\right|=d-k
$$

Further $\|A-B\|=(d-k)^{1 / 2}$, and therefore

$$
\left|\sum_{j=k+1}^{d}\left(\lambda_{j}(A)-\lambda_{j}(B)\right)\right|=(d-k)^{1 / 2}\|A-B\| .
$$

The next lemma was stated in [AV06], but we will give its proof since it shows an important property satisfied by matrices verifying the concentration inequality.

Lemma 2.5.4. [AV06] Suppose that $A_{\omega} \in \mathbb{R}^{r \times N}$ is a random matrix which satisfies (2.9) and $u, v \in \mathbb{R}^{N}$, then

$$
\left|\langle u, v\rangle-\left\langle A_{\omega} u, A_{\omega} v\right\rangle\right| \leq \varepsilon\|u\|\|v\|,
$$

with probability at least $1-4 e^{-r c_{0}}$.
Proof. It suffices to show that for $u, v \in \mathbb{R}^{N}$ such that $\|u\|=\|v\|=1$ we have that

$$
\left|\langle u, v\rangle-\left\langle A_{\omega} u, A_{\omega} \nu\right\rangle\right| \leq \varepsilon,
$$

with probability at least $1-4 e^{-r c_{0}}$.
Applying (2.9) to the vectors $u+v$ and $u-v$ we obtain with probability at least $1-4 e^{-r c_{0}}$ that

$$
(1-\varepsilon)\|u-v\|^{2} \leq\left\|A_{\omega}(u-v)\right\|^{2} \leq(1+\varepsilon)\|u-v\|^{2}
$$

and

$$
(1-\varepsilon)\|u+v\|^{2} \leq\left\|A_{\omega}(u+v)\right\|^{2} \leq(1+\varepsilon)\|u+v\|^{2} .
$$

Thus,

$$
\begin{aligned}
4\left\langle A_{\omega} u, A_{\omega} v\right\rangle & =\left\|A_{\omega}(u+v)\right\|^{2}-\left\|A_{\omega}(u-v)\right\|^{2} \\
& \geq(1-\varepsilon)\|u+v\|^{2}-(1-\varepsilon)\|u-v\|^{2} \\
& =4\langle u, v\rangle-2 \varepsilon\left(\|u\|^{2}+\|v\|^{2}\right) \\
& =4\langle u, v\rangle-4 \varepsilon .
\end{aligned}
$$

The other inequality follows similarly.

The following proposition was proved in [Sar08], but we include its proof for the sake of completeness.

Proposition 2.5.5. Let $A_{\omega} \in \mathbb{R}^{r \times N}$ be a random matrix which satisfies (2.9) and let $M \in$ $\mathbb{R}^{N \times m}$ be a matrix. Then, we have

$$
\left\|M^{*} M-M^{*} A_{\omega}^{*} A_{\omega} M\right\| \leq \varepsilon\|M\|^{2},
$$

with probability at least $1-2\left(m^{2}+m\right) e^{-r c_{0}}$.
Proof. Set $Y_{i, j}(\omega)=\left(M^{*} M-M^{*} A_{\omega}^{*} A_{\omega} M\right)_{i, j}=\left\langle f_{i}, f_{j}\right\rangle-\left\langle A_{\omega} f_{i}, A_{\omega} f_{j}\right\rangle$. By Lemma 2.5.4 with probability at least $1-4 e^{-r c_{0}}$ we have that

$$
\begin{equation*}
\left|Y_{i, j}(\omega)\right| \leq \varepsilon\left\|f_{i}\right\|\left\|f_{j}\right\| \tag{2.14}
\end{equation*}
$$

Note that if (2.14) holds for all $1 \leq i \leq j \leq m$, then

$$
\begin{aligned}
\left\|M^{*} M-M^{*} A_{\omega}^{*} A_{\omega} M\right\|^{2} & =\sum_{1 \leq i, j \leq m} Y_{i, j}(\omega)^{2} \\
& \leq \varepsilon^{2} \sum_{1 \leq i, j \leq m}\left\|f_{i}\right\|^{2}\left\|f_{j}\right\|^{2}=\varepsilon^{2}\|M\|^{4}
\end{aligned}
$$

Thus, by the union bound, we obtain

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\|M^{*} M-M^{*} A_{\omega}^{*} A_{\omega} M\right\| \leq \varepsilon\|M\|^{2}\right) \\
& \quad \geq \operatorname{Pr}\left(\left|Y_{i, j}(\omega)\right| \leq \varepsilon\left\|f_{i}\left|\left\|\mid f_{j}\right\| \quad \forall 1 \leq i \leq j \leq m\right)\right.\right. \\
& \quad \geq 1-\sum_{1 \leq i \leq j \leq m} 4 e^{-r c_{0}}=1-2\left(m^{2}+m\right) e^{-r c_{0}} .
\end{aligned}
$$

### 2.5.2 New results and proof of Theorem 2.4.8

Given a set of vectors $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ let $\mathcal{E}_{0}\left(\mathcal{F}, \mathcal{C}_{k}\right)$ be as in (2.2), that is

$$
\mathcal{E}_{0}\left(\mathcal{F}, C_{k}\right)=\inf \{\mathcal{E}(\mathcal{F}, V): V \text { is a subspace with } \operatorname{dim}(V) \leq k\},
$$

where $\mathcal{E}(\mathcal{F}, V)=\sum_{i=1}^{m} d^{2}\left(f_{i}, V\right)$. For simplicity of notation, we will write $\mathcal{E}_{0}\left(\mathcal{F}, C_{k}\right)$ as $\mathcal{E}_{k}(\mathcal{F})$.

Assume $M \in \mathbb{R}^{N \times m}$ is the matrix with columns $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$. If $d:=\operatorname{rank}(M)$, recall that Theorem 2.2.2 (Eckart-Young) states that

$$
\begin{equation*}
\mathcal{E}_{k}(\mathcal{F})=\sum_{j=k+1}^{d} \lambda_{j}\left(M^{*} M\right), \tag{2.15}
\end{equation*}
$$

where $\lambda_{1}\left(M^{*} M\right) \geq \cdots \geq \lambda_{d}\left(M^{*} M\right)>0$ are the positive eigenvalues of $M^{*} M$.
Lemma 2.5.6. Assume that $M \in \mathbb{R}^{N \times m}$ and $A \in \mathbb{R}^{r \times N}$ are arbitrary matrices. Let $S \in \mathbb{R}^{N \times s}$ be a submatrix of $M$. If $d:=\operatorname{rank}(M)$ is such that $0 \leq k \leq d$, then

$$
\left|\mathcal{E}_{k}(\mathcal{S})-\mathcal{E}_{k}(A S)\right| \leq(d-k)^{1 / 2}\left\|S^{*} S-S^{*} A^{*} A S\right\|
$$

where $\mathcal{S} \subseteq \mathbb{R}^{N}$ is the set formed by the columns of $S$.
Proof. Let $d_{s}:=\operatorname{rank}(S)$. We have $\operatorname{rank}(A S) \leq d_{s}$. If $d_{s} \leq k$, the result is trivial. Otherwise by (2.15) and Corollary 2.5.2, we obtain

$$
\begin{aligned}
\left|\mathcal{E}_{k}(\mathcal{S})-\mathcal{E}_{k}(A \mathcal{S})\right| & =\left|\sum_{j=k+1}^{d_{s}}\left(\lambda_{j}\left(S^{*} S\right)-\lambda_{j}\left(S^{*} A^{*} A S\right)\right)\right| \\
& \leq\left(d_{s}-k\right)^{1 / 2}\left\|S^{*} S-S^{*} A^{*} A S\right\| .
\end{aligned}
$$

As $S$ is a submatrix of $M$, we have that $\left(d_{s}-k\right)^{1 / 2} \leq(d-k)^{1 / 2}$, which proves the lemma.

Recall that $e_{0}(\mathcal{F})$ is the optimal value for the data $\mathcal{F}$, and $e_{0}\left(A_{\omega} \mathcal{F}\right)$ is the optimal value for the data $\mathcal{F}^{\prime}=A_{\omega} \mathcal{F}$ (see (2.4)). A relation between these two values is given by the following lemma.

Lemma 2.5.7. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq \mathbb{R}^{N}$ and $0<\varepsilon<1$. If $A_{\omega} \in \mathbb{R}^{r \times N}$ is a random matrix which satisfies (2.9), then with probability exceeding $1-2 m e^{-r c_{0}}$, we have

$$
e_{0}\left(A_{\omega} \mathscr{F}\right) \leq(1+\varepsilon) e_{0}(\mathcal{F}) .
$$

Proof. Let $V \subseteq \mathbb{R}^{N}$ be a subspace. Using (2.9) and the union bound, with probability at least $1-2 m e^{-r c_{0}}$ we have that

$$
\begin{aligned}
\mathcal{E}\left(A_{\omega} \mathcal{F}, A_{\omega} V\right) & =\sum_{i=1}^{m} d^{2}\left(A_{\omega} f_{i}, A_{\omega} V\right) \leq \sum_{i=1}^{m}\left\|A_{\omega} f_{i}-A_{\omega}\left(P_{V} f_{i}\right)\right\|^{2} \\
& \leq(1+\varepsilon) \sum_{i=1}^{m}\left\|f_{i}-P_{V} f_{i}\right\|^{2}=(1+\varepsilon) \mathcal{E}(\mathcal{F}, V),
\end{aligned}
$$

where $P_{V}$ is the orthogonal projection onto $V$.
Assume that $\mathbf{S}=\left\{S_{1}, \ldots, S_{l}\right\}$ is an optimal partition for $\mathcal{F}$ and $\left\{V_{1}, \ldots, V_{l}\right\}$ is an optimal bundle for $\mathcal{F}$. Let $\mathcal{F}_{i}=\left\{f_{j}\right\}_{j \in S_{i}}$. From what has been proved above and the union bound, with probability exceeding $1-\sum_{i=1}^{l} 2 m_{i} e^{-r c_{0}}=1-2 m e^{-r c_{0}}$, it holds

$$
e_{0}\left(A_{\omega} \mathcal{F}\right) \leq \sum_{i=1}^{l} \mathcal{E}\left(A_{\omega} \mathcal{F}_{i}, A_{\omega} V_{i}\right) \leq(1+\varepsilon) \sum_{i=1}^{l} \mathcal{E}\left(\mathcal{F}_{i}, V_{i}\right)=(1+\varepsilon) e_{0}(\mathcal{F}) .
$$

Proof of Proposition 2.4.7. This is a direct consequence of Lemma 2.5.7.

Proof of Theorem 2.4.8. Let $\mathbf{S}_{\omega}=\left\{S_{\omega}^{1}, \ldots, S_{\omega}^{l}\right\}$ and $\mathcal{F}_{\omega}^{i}=\left\{f_{j}\right\}_{j \in S_{\omega}^{i}}$. Since $B_{\omega}=$ $\left\{V_{\omega}^{1}, \ldots, V_{\omega}^{l}\right\}$ is generated by $\mathbf{S}_{\omega}$ and $\mathcal{F}$, it follows that $\mathcal{E}\left(\mathcal{F}_{\omega}^{i}, V_{\omega}^{i}\right)=\mathcal{E}_{k}\left(\mathcal{F}_{\omega}^{i}\right)$. And as $\mathbf{S}_{\omega}$ is an optimal partition for $A_{\omega} \mathcal{F}$ in $\mathbb{R}^{r}$, we have that $\sum_{i=1}^{l} \mathcal{E}_{k}\left(A_{\omega} \mathcal{F}_{\omega}^{i}\right)=e_{0}\left(A_{\omega} \mathcal{F}\right)$.
Let $m_{\omega}^{i}=\#\left(S_{\omega}^{i}\right)$ and $M_{\omega}^{i} \in \mathbb{R}^{N \times m_{\omega}^{i}}$ be the matrices which have $\left\{f_{j}\right\}_{j \in S_{\omega}^{i}}$ as columns. Using Lemma 2.5.6, Lemma 2.5.7, and Proposition 2.5.5, with high probability it holds
that

$$
\begin{aligned}
e\left(\mathcal{F}, B_{\omega}\right) & \leq \sum_{i=1}^{l} \mathcal{E}\left(\mathcal{F}_{\omega}^{i}, V_{\omega}^{i}\right)=\sum_{i=1}^{l} \mathcal{E}_{k}\left(\mathcal{F}_{\omega}^{i}\right) \\
& \leq \sum_{i=1}^{l} \mathcal{E}_{k}\left(A_{\omega} \mathcal{F}_{\omega}^{i}\right)+(d-k)^{1 / 2} \sum_{i=1}^{l}\left\|M_{\omega}^{i *} M_{\omega}^{i}-M_{\omega}^{i *} A_{\omega}^{*} A_{\omega} M_{\omega}^{i}\right\| \\
& \leq e_{0}\left(A_{\omega} \mathcal{F}\right)+(l(d-k))^{1 / 2}\left(\sum_{i=1}^{l}\left\|M_{\omega}^{i *} M_{\omega}^{i}-M_{\omega}^{i *} A_{\omega}^{*} A_{\omega} M_{\omega}^{i}\right\|^{2}\right)^{1 / 2} \\
& \leq(1+\varepsilon) e_{0}(\mathcal{F})+(l(d-k))^{1 / 2}\left\|M^{*} M-M^{*} A_{\omega}^{*} A_{\omega} M\right\| \\
& \leq(1+\varepsilon) e_{0}(\mathcal{F})+\varepsilon(l(d-k))^{1 / 2}
\end{aligned}
$$

where $M \in \mathbb{R}^{N \times m}$ is the unitary Frobenius norm matrix which has the vectors $\left\{f_{1}, \ldots, f_{m}\right\}$ as columns.

The right side of (2.12) follows from Proposition 2.5.5, Lemma 2.5.7, and the fact that

$$
\begin{aligned}
& \operatorname{Pr}\left(e\left(\mathcal{F}, B_{\omega}\right) \leq(1+\varepsilon) e_{0}(\mathcal{F})+\varepsilon(l(d-k))^{1 / 2}\right) \\
& \quad \geq \operatorname{Pr}\left(\left\|M^{*} M-M^{*} A_{\omega}^{*} A_{\omega} M\right\| \leq \varepsilon \text { and } e_{0}\left(A_{\omega} \mathcal{F}\right) \leq(1+\varepsilon) e_{0}(\mathcal{F})\right) \\
& \quad \geq 1-\left(2\left(m^{2}+m\right) e^{-r c_{0}}+2 m e^{-r c_{0}}\right)=1-\left(2 m^{2}+4 m\right) e^{-r c_{0}} .
\end{aligned}
$$

## 3

## Sampling in a union of frame generated subspaces

### 3.1 Introduction

In the previous chapter we have studied the problem of finding a union of subspaces that best explains a data set. Our goal in this chapter is to study the sampling process for signals which lie in this kind of models.

We will begin by describing the problem of sampling in a union of subspaces. Assume $\mathcal{H}$ is a separable Hilbert space and $\left\{V_{\gamma}\right\}_{\gamma \in \Gamma}$ are closed subspaces in $\mathcal{H}$, with $\Gamma$ an arbitrary index set. Let $\mathcal{X}$ be the union of subspaces defined as

$$
\mathcal{X}:=\bigcup_{\gamma \in \Gamma} V_{\gamma} .
$$

Suppose now that a signal $x$ is extracted from $\mathcal{X}$ and we take some measurements of that signal. These measurements can be thought of as the result of the application of a series of functionals $\left\{\varphi_{i}\right\}_{i \in I}$ to our signal $x$. The problem is then to reconstruct the signal using only the measurements $\left\{\varphi_{i}(x)\right\}_{i \in I}$ and some description of the subspaces in $\mathcal{X}$.

Assume the series of functionals define an operator, the sampling operator,

$$
A: \mathcal{H} \rightarrow \ell^{2}(I), \quad A x:=\left\{\varphi_{i}(x)\right\}_{i \in I} .
$$

From the Riesz's representation theorem [Con90], there exists a unique set of vectors $\Psi:=\left\{\psi_{i}\right\}_{i \in I}$, such that

$$
A x=\left\{\left\langle x, \psi_{i}\right\rangle\right\}_{i \in I} .
$$

The sampling problem consists of reconstructing a signal $x \in \mathcal{X}$ using the data $\left\{\left\langle x, \psi_{i}\right\rangle\right\}_{i \in I}$. The first thing required is that the signals are uniquely determined by the data. That is, the sampling operator $A$ should be one-to-one on $\mathcal{X}$. Another important property that is usually required for a sampling operator, is stability. That is, the existence of two constants $0<\alpha \leq \beta<+\infty$ such that

$$
\alpha\left\|x_{1}-x_{2}\right\|_{\mathcal{H}}^{2} \leq\left\|A x_{1}-A x_{2}\right\|_{\ell^{2}(I)}^{2} \leq \beta\left\|x_{1}-x_{2}\right\|_{\mathcal{H}}^{2} \quad \forall x_{1}, x_{2} \in \mathcal{X} .
$$

This is crucial to bound the error of reconstruction in noisy situations.
Under some hypothesis on the structure of the subspaces, Lu and Do [LD08] found necessary and sufficient conditions on $\Psi$ in order for the sampling operator $A$ to be one-to-one and stable when restricted to the union of the subspaces $\mathcal{X}$. These conditions were obtained in two settings. In the euclidean space and in $L^{2}\left(\mathbb{R}^{d}\right)$. In this latter case the subspaces considered were finitely generated shift-invariant spaces.

There are two technical aspects in the approach of Lu and Do that restrict the applicability of their results in the shift-invariant space case. The first one is due to the fact that the conditions are obtained in terms of Riesz bases of translates of the SISs involved, and it is well known that not every SIS has a Riesz basis of translates (see Example 1.5.11). The second one is that the approach is based upon the sum of every two of the SISs in the union. The conditions on the sampling operator are then obtained using fiberization techniques on that sum. This requires that the sum of each of two subspaces is a closed subspace, which is not true in general.

In this chapter we obtain the conditions for the sampling operator to be one-to-one and stable in terms of frames of translates of the SISs instead of orthonormal basis. This extends the previous results to arbitrary SISs and in particular removes the restrictions mentioned above.

We will obtain necessary and sufficient conditions for the stability of the sampling operator $A$ in a union of arbitrary SISs. We will show that, without the assumption of the closedness of the sum of every two of the SISs in the union, we can only obtain sufficient conditions for the injectivity of $A$.

On the other side, in Chapter 4, using known results from the theory of SISs, we will obtain necessary and sufficient conditions for the closedness of the sum of two shift-invariant spaces. Using this, we will determine families of subspaces on which the conditions for injectivity are necessary and sufficient.

This chapter is organized in the following way: Section 3.2 contains some preliminary results that will be used throughout. In Section 3.3 we set the problem of sampling in a union of subspaces in the general context of an abstract Hilbert space. We also give injectivity and stability conditions for the sampling operator, within this general setting. The case of finite-dimensional subspaces is studied in Section 3.4. Finally in Section 3.5 we analyze the problem for the Hilbert space $L^{2}\left(\mathbb{R}^{d}\right)$ and sampling in a union of finitely generated shift-invariant spaces.

### 3.2 Preliminaries

Let us define here an operator which will be useful to develop the sampling theory in a union of subspaces.

Definition 3.2.1. Assume $I, J$ are countable index sets. Suppose $X:=\left\{x_{j}\right\}_{j \in J}$ and $Y:=$ $\left\{y_{i}\right\}_{i \in I}$ are Bessel sequences in a separable Hilbert space $\mathcal{H}$. Let $B_{X}$ and $B_{Y}$ be the analysis
operators (see Definition 1.2.9) associated to $X$ and $Y$ respectively. The cross-correlation operator is defined by

$$
\begin{equation*}
G_{X, Y}: \ell^{2}(J) \rightarrow \ell^{2}(I), \quad G_{X, Y}:=B_{Y} B_{X}^{*} . \tag{3.1}
\end{equation*}
$$

Identifying $G_{X, Y}$ with its matrix representation, we write

$$
\left(G_{X, Y}\right)_{i, j}=\left\langle x_{j}, y_{i}\right\rangle \quad \forall j \in J, \forall i \in I .
$$

In this chapter we will need the following corollary which is a consequence of Proposition 1.2.13. Its proof is straightforward using that the frame operator of a Parseval frame is the identity operator.

Corollary 3.2.2. If $X=\left\{x_{j}\right\}_{j \in J}$ is a Parseval frame for a closed subspace $V$ of $\mathcal{H}$, and $B_{X}$ is the analysis operator associated to $X$, then the orthogonal projection of $\mathcal{H}$ onto $V$ is

$$
P_{V}=B_{X}^{*} B_{X}: \mathcal{H} \rightarrow \mathcal{H}, \quad P_{V} h=\sum_{j \in J}\left\langle h, x_{j}\right\rangle x_{j} .
$$

### 3.3 The sampling operator

Let $\mathcal{H}$ be a separable Hilbert space and $V \subseteq \mathcal{H}$ an arbitrary set. Given $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ a Bessel sequence in $\mathcal{H}$, the sampling problem consists of reconstructing a signal $f \in V$ using the data $\left\{\left\langle f, \psi_{i}\right\rangle\right\}_{i \in I}$. We first require that the signals are uniquely determined by the data. That is, if we define the Sampling operator by

$$
\begin{equation*}
A: \mathcal{H} \rightarrow \ell^{2}(I), \quad A f:=\left\{\left\langle f, \psi_{i}\right\rangle\right\}_{i \in I}, \tag{3.2}
\end{equation*}
$$

we require $A$ to be one-to-one on $V$. The set $\Psi$ will be called the Sampling set.
Note that the sampling operator $A$ is the analysis operator (see Definition 1.2.9) for the sequence $\Psi$.

Another important property that is usually required for a sampling operator, is stability. This is crucial to bound the error of reconstruction in noisy situations.

The stable sampling condition was first proposed by [Lan67] for the case when $V$ is the Paley-Wiener space. It was then generalized in [LD08] to the case when $V$ is a union of subspaces.

Definition 3.3.1. A sampling operator $A$ is called stable on $V$ if there exist two constants $0<\alpha \leq \beta<+\infty$ such that

$$
\alpha\left\|x_{1}-x_{2}\right\|_{\mathcal{H}}^{2} \leq\left\|A x_{1}-A x_{2}\right\|_{\ell^{2}(I)}^{2} \leq \beta\left\|x_{1}-x_{2}\right\|_{\mathcal{H}}^{2} \quad \forall x_{1}, x_{2} \in V .
$$

When $V$ is a closed subspace, the injectivity and the stability can be expressed in terms of conditions on $P_{V} \Psi$, where $P_{V}$ is the orthogonal projection of $\mathcal{H}$ onto $V$.

Proposition 3.3.2. Let $\mathcal{H}$ be a Hilbert space, $V \subseteq \mathcal{H}$ a closed subspace and $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ a Bessel sequence in $\mathcal{H}$. If $A$ is the sampling operator associated to $\Psi$, then we have
i) The operator $A$ is one-to-one on $V$ if and only if $\left\{P_{V} \psi_{i}\right\}_{i \in I}$ is complete in $V$, that is $V=\overline{\operatorname{span}}\left\{P_{V} \psi_{i}\right\}_{i \in I}$.
ii) The operator $A$ is stable on $V$ with constants $\alpha$ and $\beta$ if and only if $\left\{P_{V} \psi_{i}\right\}_{i \in I}$ is a frame for $V$ with constants $\alpha$ and $\beta$.

Proof. The proof of $i$ ) is straightforward using that if $f \in V$ then

$$
\left\langle f, P_{V} \psi_{i}\right\rangle=\left\langle P_{V} f, \psi_{i}\right\rangle=\left\langle f, \psi_{i}\right\rangle .
$$

For $i i$ ) note that for all $f \in V$

$$
\|A f\|_{\ell^{2}(I)}^{2}=\sum_{i \in I}\left|\left\langle f, \psi_{n}\right\rangle\right|^{2}=\sum_{i \in I}\left|\left\langle P_{V} f, \psi_{n}\right\rangle\right|^{2}=\sum_{i \in I}\left|\left\langle f, P_{V} \psi_{n}\right\rangle\right|^{2} .
$$

Remark 3.3.3. Given a closed subspace $V$ in a Hilbert space $\mathcal{H}$, a sequence of vectors $\left\{\psi_{i}\right\}_{\in I} \subseteq \mathcal{H}$ is called an outer frame for $V$ if $\left\{P_{V} \psi_{i}\right\}_{i \in I}$ is a frame for $V$. The notion of outer frame was introduced in [ACM04]. See also [FW01] and [LO04] for related definitions. Using this terminology, part ii) of Proposition 3.3.2 says that the sampling operator $A$ is stable if and only if $\left\{\psi_{i}\right\}$ is an outer frame for $V$.

In what follows we will extend one-to-one and stability conditions for the operator $A$, to the case of a union of subspaces instead of a single subspace.

If $\left\{V_{\gamma}\right\}_{\gamma \in \Gamma}$ are closed subspaces of $\mathcal{H}$, with $\Gamma$ an arbitrary index set. Let

$$
\mathcal{X}:=\bigcup_{\gamma \in \Gamma} V_{\gamma} .
$$

We want to study conditions on $\Psi$ so that the sampling operator $A$ defined by (3.2) is one-to-one and stable on $\mathcal{X}$.
This study continues the one initiated by Lu and Do [LD08] in which they translated the conditions on $\mathcal{X}$ into conditions on the subspaces defined by

$$
\begin{equation*}
V_{\gamma, \theta}:=V_{\gamma}+V_{\theta}=\left\{x+y: x \in V_{\gamma}, y \in V_{\theta}\right\} . \tag{3.3}
\end{equation*}
$$

Working with the subspaces $V_{\gamma, \theta}$ instead of $\mathcal{X}$, allows to exploit lineal properties of $A$.
They proved the following proposition, we will include here its proof for the sake of completeness.

Proposition 3.3.4. [LD08] With the above notation we have,
i) The operator $A$ is one-to-one on $\mathcal{X}$ if and only if $A$ is one-to-one on every $V_{\gamma, \theta}$ with $\gamma, \theta \in \Gamma$.
ii) The operator $A$ is stable for $\mathcal{X}$ with stability bounds $\alpha$ and $\beta$, if and only if $A$ is stable for $V_{\gamma, \theta}$ with stability bounds $\alpha$ and $\beta$ for all $\gamma, \theta \in \Gamma$, i.e.

$$
\alpha\|x\|_{\mathcal{H}}^{2} \leq\|A x\|_{\ell^{2}(I)}^{2} \leq \beta\|x\|_{\mathcal{H}}^{2} \quad \forall x \in V_{\gamma, \theta}, \forall \gamma, \theta \in \Gamma .
$$

Proof. We first prove part i). Assume that $A$ is one-to-one on $\mathcal{X}$. Given $\gamma, \theta \in \Gamma, V_{\gamma, \theta}$ is a subspace. Thus, for proving the injectivity of $A$ on $V_{\gamma, \theta}$ it suffices to show that for $x \in V_{\gamma, \theta}$, $A x=0$ implies $x=0$.

Since $x \in V_{\gamma, \theta}$, there exist $x_{1} \in V_{\gamma}$ and $x_{2} \in V_{\theta}$ such that $x=x_{1}+x_{2}$. Hence $A x_{1}=$ $A\left(-x_{2}\right)$ for $x_{1}, x_{2} \in \mathcal{X}$. Therefore $x_{1}=-x_{2}$, so $x=x_{1}+x_{2}=0$.

Suppose now that $A$ is one-to-one on every $V_{\gamma, \theta}$ with $\gamma, \theta \in \Gamma$. Let $x_{1}, x_{2} \in \mathcal{X}$ such that $A x_{1}=A x_{2}$. There exist $\gamma, \theta \in \Gamma$ such that $x_{1} \in V_{\gamma}$ and $x_{2} \in V_{\theta}$. So, $A\left(x_{1}-x_{2}\right)=0$ and $x_{1}-x_{2} \in V_{\gamma, \theta}$. Hence, $x_{1}-x_{2}=0$, which implies that $x_{1}=x_{2}$.

Using the same arguments from above the proof of ii) follows easily.

The sum of two closed infinite-dimensional subspaces of a Hilbert space is not necessarily closed (see Example 4.4.6). Furthermore, the injectivity of an operator on a subspace does not imply the injectivity on its closure. So, we can not apply Proposition 3.3.2 to the subspaces $V_{\gamma, \theta}$. However, we can obtain a sufficient condition for the injectivity.

Proposition 3.3.5. If $\left\{P_{\bar{V}_{\gamma, \theta}} \psi_{i}\right\}_{\in I}$ is complete on $\bar{V}_{\gamma, \theta}$ for every $\gamma, \theta \in \Gamma$, then $A$ is one-toone on $X$.

When the subspaces of the family $\left\{V_{\gamma, \theta}\right\}_{\gamma, \theta \in \Gamma}$ are all closed, the condition in Proposition 3.3.5, will be also necessary for the injectivity of $A$ on $\mathcal{X}$. So, a natural question will be, when the sum of two closed subspaces of a Hilbert space is closed. In Chapter 4 we study this problem in several situations.

In the case of the stability, Proposition 3.3.2 can be applied since, by the boundedness of $A$, we have the following.
Proposition 3.3.6. Let $V$ be a subspace of $\mathcal{H}$, the operator $A$ is stable for $V$ with constants $\alpha$ and $\beta$ if and only if it is stable for $\bar{V}$ with constants $\alpha$ and $\beta$.

As a consequence of this, using Propositions 3.3.2 and part ii) of Proposition 3.3.4, we have

Proposition 3.3.7. $A$ is stable for $\mathcal{X}$ with constants $\alpha$ and $\beta$ if and only if $\left\{P_{\bar{V}_{\gamma, \theta}} \psi_{i}\right\}_{i \in I}$ is a frame for $\bar{V}_{\gamma, \theta}$ for every $\gamma, \theta \in \Gamma$ with the same constants $\alpha$ and $\beta$.

### 3.4 Union of finite-dimensional subspaces

In this section we will first obtain conditions on the sequence $\left\{\psi_{i}\right\}_{i \in I}$ for the sampling operator to be one-to-one on a union of finite-dimensional subspaces. We will then analyze
the stability requirements. We are interested in expressing these conditions in terms of the generators of the sum of every two subspaces of the union.

### 3.4.1 The one-to-one condition for the sampling operator

Let $\mathcal{H}$ be a Hilbert space, $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ a Bessel sequence in $\mathcal{H}$, and $A$ the sampling operator associated to $\Psi$ as in (3.2).
Let $V$ be a finite-dimensional subspace of $\mathcal{H}$ and $\Phi=\left\{\varphi_{j}\right\}_{j=1}^{m}$ a finite frame for $V$. (Recall that a finite set of vectors from a finite-dimensional subspace is a frame for that subspace if and only if it spans it, see Remark 1.2.12.)

The cross-correlation operator associated to $\Psi$ and $\Phi$ (see (3.1)) in this case can be written as,

$$
G_{\Phi, \Psi}: \mathbb{C}^{m} \rightarrow \ell^{2}(I), \quad G_{\Phi, \Psi}=A B_{\Phi}^{*}
$$

where $B_{\Phi}^{*}: \mathbb{C}^{m} \rightarrow \mathcal{H}$ is the synthesis operator associated to $\Phi$.
The next theorem gives necessary and sufficient conditions on the cross-correlation operator for the sampling operator to be one-to-one on $V$.

Theorem 3.4.1. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ be a Bessel sequence for $\mathcal{H}, V$ a finite-dimensional subspace of $\mathcal{H}$ and $\Phi=\left\{\varphi_{j}\right\}_{j=1}^{m}$ a frame for $V$. Then the following are equivalent:
i) $\Psi$ provides a one-to-one sampling operator on $V$.
ii) $\operatorname{ker}\left(G_{\Phi, \Psi}\right)=\operatorname{ker}\left(B_{\Phi}^{*}\right)$.
iii) $\operatorname{dim}\left(\operatorname{range}\left(G_{\Phi, \Psi}\right)\right)=\operatorname{dim}(V)$.

Proof. The proof is straightforward using that the range of the operator $B_{\Phi}^{*}$ is $V$.
Remark 3.4.2. Note that the conditions in Theorem 3.4.1 do not depend on the particular chosen frame. That is, if there exists a frame $\Phi$ for $V$, such that $\operatorname{dim}\left(\operatorname{range}\left(G_{\Phi, \Psi}\right)\right)=$ $\operatorname{dim}(V)$, then $\operatorname{dim}\left(\operatorname{range}\left(G_{\widetilde{\Phi}, \Psi}\right)\right)=\operatorname{dim}(V)$, for any frame $\widetilde{\Phi}$ for $V$.

Now we will apply the previous theorem for the case of a union of subspaces.
Let $\left\{V_{\gamma}\right\}_{\gamma \in \Gamma}$ be a collection of finite-dimensional subspaces of $\mathcal{H}$, with $\Gamma$ an arbitrary index set. Define,

$$
X:=\bigcup_{\gamma \in \Gamma} V_{\gamma} .
$$

As before, set $V_{\gamma, \theta}:=V_{\gamma}+V_{\theta}$.
We obtain the following result which extends the result in [LD08] to the case that the subspaces in the union are described by frames.

Theorem 3.4.3. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ be a Bessel sequence for $\mathcal{H}$ and for every $\gamma, \theta \in \Gamma$, let $\Phi_{\gamma, \theta}$ be a frame for $V_{\gamma, \theta}$, the following are equivalent:
i) $\Psi$ provides a one-to-one sampling operator on $\mathcal{X}$.
ii) $\operatorname{dim}\left(\operatorname{range}\left(G_{\Phi_{\gamma, \theta}, \Psi}\right)\right)=\operatorname{dim}\left(V_{\gamma, \theta}\right)$ for all $\gamma, \theta \in \Gamma$.

Note that if $I$ is a finite set, the problem of testing the injectivity of $A$ on $\mathcal{X}$ reduces to check that the rank of the cross-correlation matrices are equal to the dimension of the subspaces $V_{\gamma, \theta}$.

In this case a lower bound for the cardinality of the sampling set can be established. This is stated in the following corollary from [LD08]. We include a proof of the result based on Theorem 3.4.3.

Corollary 3.4.4. If the operator $A$ is one-to-one on $\mathcal{X}$ and I is finite, then

$$
\# I \geq \sup _{\gamma, \theta \in \Gamma}\left(\operatorname{dim}\left(V_{\gamma, \theta}\right)\right) .
$$

Proof. Since $I$ is finite, we have that range $\left(G_{\Phi_{\gamma, \theta,}, \Psi}\right) \subseteq \mathbb{C}^{\# I}$. Thus, using part ii) of Theorem 3.4.3, we obtain that

$$
\operatorname{dim}\left(V_{\gamma, \theta}\right)=\operatorname{dim}\left(\operatorname{range}\left(G_{\Phi_{\gamma, \theta}, \Psi}\right)\right) \leq \# I, \quad \forall \gamma, \theta \in \Gamma .
$$

### 3.4.2 The stability condition for the sampling operator

We are now interested in studying conditions for stability of the sampling operator. These conditions will be set in terms of the cross-correlation operator. We will consider Parseval frames to obtain simpler conditions.

Given Hilbert spaces $\mathcal{K}$ and $\mathcal{L}$ and a bounded linear operator $T: \mathcal{K} \rightarrow \mathcal{L}$, we denote by $\sigma^{2}(T)$ the set

$$
\sigma^{2}(T)=\sigma\left(T^{*} T\right)
$$

Theorem 3.4.5. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ be a Bessel sequence for $\mathcal{H}$, $V$ a finite-dimensional subspace of $\mathcal{H}$ and $\Phi$ a Parseval frame for $V$.
The sequence $\Psi$ provides a stable sampling operator for $V$ with constants $\alpha$ and $\beta$ if and only if
i) $\operatorname{dim}\left(\operatorname{range}\left(G_{\Phi, \Psi}\right)\right)=\operatorname{dim}(V)$ and
ii) $\sigma^{2}\left(G_{\Phi, \Psi}\right) \subseteq\{0\} \cup[\alpha, \beta]$.

Proof. Let $W: \mathcal{H} \rightarrow \ell^{2}(I)$, be the analysis operator associated to $P_{V} \Psi$. For $x \in \mathcal{H}$, the equation,

$$
W x=\left\{\left\langle x, P_{V} \psi_{i}\right\rangle\right\}_{i \in I}=\left\{\left\langle P_{V} x, \psi_{i}\right\rangle\right\}_{i \in I}=A P_{V} x,
$$

shows that $W=A P_{V}$.

Since $\Phi$ is a Parseval frame for $V$, by Proposition 3.2.2, $P_{V}=B_{\Phi}^{*} B_{\Phi}$ then,

$$
\begin{equation*}
G_{P_{V} \Psi}=W W^{*}=A P_{V} P_{V} A^{*}=A P_{V} A^{*}=A B_{\Phi}^{*} B_{\Phi} A^{*}=G_{\Phi, \Psi} G_{\Phi, \Psi}^{*} \tag{3.4}
\end{equation*}
$$

Let us assume first that $A$ is stable for $V$. Item i) follows from Theorem 3.4.1. Now we prove ii).

Since $V$ is closed ( $V$ is finite dimensional) then Proposition 3.3.2 gives that $P_{V} \Psi:=$ $\left\{P_{V} \psi_{i}\right\}_{i \in I}$ is a frame for $V$ with constants $\alpha$ and $\beta$. Using Theorem 1.3.4, we have,

$$
\sigma\left(G_{P_{V} \Psi}\right) \subseteq\{0\} \cup[\alpha, \beta] .
$$

So, by (3.4),

$$
\sigma\left(G_{P_{V} \Psi}\right)=\sigma\left(G_{\Phi, \Psi} G_{\Phi, \Psi}^{*}\right) \subseteq\{0\} \cup[\alpha, \beta] .
$$

Finally, since (see [Rud91])

$$
\sigma\left(G_{\Phi, \Psi}^{*} G_{\Phi, \Psi}\right) \subseteq\{0\} \cup \sigma\left(G_{\Phi, \Psi} G_{\Phi, \Psi}^{*}\right),
$$

it follows that

$$
\sigma^{2}\left(G_{\Phi, \Psi}\right) \subseteq\{0\} \cup[\alpha, \beta] .
$$

Suppose now that i) and ii) hold. Recall that A is stable for $V$ with stability bounds $\alpha, \beta$ if and only if $P_{V} \Psi:=\left\{P_{V} \psi_{i}\right\}_{i \in I}$ is a frame for $V$ with frame bounds $\alpha, \beta$.

By Theorem 3.4.1, condition i) implies that the sampling operator is one-to-one on $V$. Therefore, using Proposition 3.3.2, $P_{V} \Psi:=\left\{P_{V} \psi_{i}\right\}_{i \in I}$ is complete in $V$.

That $P_{V} \Psi:=\left\{P_{V} \psi_{i}\right\}_{\in I}$ is a frame sequence is straightforward by ii), (3.4) and Theorem 1.3.4.

Remark 3.4.6. As in the case of injectivity, we note that the condition of stability does not depend on the chosen Parseval frame. That means, if condition i) and ii) in the previous theorem hold for a Parseval frame $\Phi$ for $V$, then they hold for any Parseval frame $\widetilde{\Phi}$ for $V$.

Theorem 3.4.5 applied to the union of subspaces gives:
Theorem 3.4.7. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ be a set of sampling vectors and for every $\gamma, \theta \in \Gamma$, let $\Phi_{\gamma, \theta}$ be a Parseval frame for $V_{\gamma, \theta}$.

The sequence $\Psi$ provides a stable sampling operator for $\mathcal{X}$ with constants $\alpha$ and $\beta$ if and only if
i) $\operatorname{dim}\left(\operatorname{range}\left(G_{\Phi_{\gamma, \theta}, \Psi}\right)\right)=\operatorname{dim}\left(V_{\gamma, \theta}\right)$ for all $\gamma, \theta \in \Gamma$ and
ii) $\sigma^{2}\left(G_{\Phi_{\gamma, \theta}, \Psi}\right) \subseteq\{0\} \cup[\alpha, \beta]$ for all $\gamma, \theta \in \Gamma$.

For examples and existence of sequences $\Psi$ which verify the conditions of injectivity or stability in a union of finite-dimensional subspaces, we refer the reader to [BD09] and [LD08].

### 3.5 Sampling in a union of finitely generated shiftinvariant spaces

In this section we will consider the case of the Hilbert space $\mathcal{H}=L^{2}\left(\mathbb{R}^{d}\right)$ and finitely generated shift-invariant spaces (FSISs). That is, we will study sampling in a union of FSISs.

### 3.5.1 Sampling from a union of FSISs

Our aim is to study the sampling problem for the case in which the signal belongs to the set,

$$
\begin{equation*}
\mathcal{X}:=\bigcup_{\gamma \in \Gamma} V_{\gamma}, \tag{3.5}
\end{equation*}
$$

where $V_{\gamma}$ are FSISs of $L^{2}\left(\mathbb{R}^{d}\right)$.
In this setting, since our subspaces are shift-invariant, it is natural and also convenient that the sampling set will be the set of shifts from a fixed collection of functions in $L^{2}\left(\mathbb{R}^{d}\right)$, that is, the sampling operator will be given by a sequence of integer translates of certain functions.

Given $\Psi:=\left\{\psi_{i}\right\}_{i \in I}$ such that $E(\Psi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$, we define the sampling operator associated to $E(\Psi)$ as

$$
\begin{equation*}
A: L^{2}\left(\mathbb{R}^{d}\right) \rightarrow \ell^{2}\left(\mathbb{Z}^{d} \times I\right), \quad A f=\left\{\left\langle f, t_{k} \psi_{i}\right\rangle\right\}_{i \in I, k \in \mathbb{Z}^{d}} . \tag{3.6}
\end{equation*}
$$

As we showed in Section 3.3 the conditions on the sampling operator to be one-to-one and stable in a union of subspaces can be established in terms of one-to-one and stability conditions on the sum of every two of the subspaces from the union.

However the condition that we have for the sampling operator to be one-to-one on a subspace, requires that the subspace is closed (Proposition 3.3.2).

Since the sum of two FSISs is not necessarily a closed subspace, the conditions should be imposed on the closure of the sum.

Conditions that guarantee that the sum of two FSISs is closed are described in Chapter 4.

In what follows we will consider, for each $\gamma, \theta \in \Gamma$, the subspaces,

$$
\begin{equation*}
\bar{V}_{\gamma, \theta}:=\overline{V_{\gamma}+V_{\theta}} . \tag{3.7}
\end{equation*}
$$

The following proposition states that the closure of the sum of two SISs is a SIS generated by the union of the generators of the two spaces. Its proof is straightforward.

Proposition 3.5.1. Let $\Phi$ and $\Phi^{\prime}$ be sets in $L^{2}\left(\mathbb{R}^{d}\right)$, then

$$
\overline{V(\Phi)+V\left(\Phi^{\prime}\right)}=V\left(\Phi \cup \Phi^{\prime}\right) .
$$

In particular, if $V$ and $V^{\prime}$ are FSISs, then $\overline{V+V^{\prime}}$ is an FSIS and

$$
\operatorname{len}\left(\overline{V+V^{\prime}}\right) \leq \operatorname{len}(V)+\operatorname{len}\left(V^{\prime}\right)
$$

Now, as a consequence of Proposition 3.5.1, for each $\gamma, \theta \in \Gamma, \bar{V}_{\gamma, \theta}$ is an FSIS. Then, by Theorem 1.4.4, we can choose, for each $\gamma, \theta \in \Gamma$, a finite set

$$
\Phi_{\gamma, \theta}=\left\{\varphi_{j}^{\gamma, \theta}\right\}_{j=1}^{m_{\gamma, \theta}}
$$

of $L^{2}\left(\mathbb{R}^{d}\right)$ functions such that,

$$
\bar{V}_{\gamma, \theta}=V\left(\Phi_{\gamma, \theta}\right),
$$

and $E\left(\Phi_{\gamma, \theta}\right)$ forms a Parseval frame for $\bar{V}_{\gamma, \theta}$.

### 3.5.2 The one-to-one condition

We now study the conditions that the sampling set must satisfy in order for the operator $A$ defined by (3.6) to be one-to-one on $\mathcal{X}$.

Given a shift-invariant space $V$, the orthogonal projection onto $V$, denoted by $P_{V}$, commutes with integer translates (see Proposition 1.4.3). Then, part i) of Proposition 3.3.2 can be rewritten as,

Proposition 3.5.2. Given a shift-invariant space $V, \Psi=\left\{\psi_{i}\right\}_{\in I}$ such that $E(\Psi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$ and $A$ the sampling operator associated to $E(\Psi)$. Then the following are equivalent.
i) The sampling operator $A$ is one-to-one on $V$.
ii) $E\left(P_{V} \Psi\right)=\left\{t_{k} P_{V} \psi_{i}\right\}_{i \in I, k \in \mathbb{Z}^{d}}$ is complete in $V$, that is $V=\overline{\operatorname{span}} E\left(P_{V} \Psi\right)$.

Since $E(\Psi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$, by Theorem 1.5 .8 we have that $\left\{\tau \psi_{i}(\omega)\right\}_{i \in I}$ is a Bessel sequence in $\ell^{2}\left(\mathbb{Z}^{d}\right)$ for a.e $\omega \in[0,1)^{d}$, so we can define (up to a set of measure zero), for $\omega \in[0,1)^{d}$, the sampling operator related to the fibers:

$$
\mathcal{A}(\omega): \ell^{2}\left(\mathbb{Z}^{d}\right) \rightarrow \ell^{2}(I)
$$

with

$$
\begin{equation*}
\mathcal{A}(\omega)(c)=\left\{\left\langle c, \tau \psi_{i}(\omega)\right\rangle\right\}_{i \in I} . \tag{3.8}
\end{equation*}
$$

That is, for a fixed $\omega \in[0,1)^{d}$, we consider the problem of sampling from a union of subspaces in a different setting. The Hilbert space is $\ell^{2}\left(\mathbb{Z}^{d}\right)$, the sequences of the sampling set are $\left\{\tau \psi_{i}(\omega)\right\}_{i \in I}$, and the subspaces in the union are $J_{V_{\gamma}}(\omega), \gamma \in \Gamma$.
Since the subspaces $\bar{V}_{\gamma, \theta}$ are FSISs, the fiber spaces $J_{\bar{V}_{\gamma \theta}}(\omega)$ are finite-dimensional. So, the results of Section 3.4 can be applied, and conditions on the fibers can be obtained in order for the operator $\mathcal{A}(\omega)$ to be one-to-one.

We are now going to show that given a finitely generated shift-invariant space $V$, the operator $A$ is one-to-one on $V$ if and only if for almost every $\omega \in[0,1)^{d}$, the operator $\mathcal{A}(\omega)$ is one-to-one on the corresponding fiber spaces $J_{V}(\omega)$ associated to $V$. Once this is accomplished, we can apply the known conditions for the operator $\mathcal{A}(\omega)$.
Given $\left\{t_{k} \varphi_{j}\right\}_{j=1, k \in \mathbb{Z}^{d}}^{m}$ a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$, we have the synthesis operator related to the fibers, that is

$$
\begin{equation*}
\mathcal{B}_{\Phi}^{*}(\omega): \mathbb{C}^{m} \rightarrow \ell^{2}\left(\mathbb{Z}^{d}\right), \quad \mathcal{B}_{\Phi}^{*}(\omega)\left(c_{1}, \ldots, c_{m}\right)=\sum_{j=1}^{m} c_{j} \tau \varphi_{j}(\omega) . \tag{3.9}
\end{equation*}
$$

Note that $\mathcal{B}_{\Phi}^{*}(\omega)$ is the synthesis operator associated to the set $\tau \Phi(\omega)$, that is $\mathcal{B}_{\Phi}^{*}(\omega)=$ $B_{\tau \Phi(\omega)}^{*}$.

And we will have the cross-correlation operator associated to the fibers

$$
\begin{gather*}
\mathcal{G}_{\Phi, \Psi}(\omega): \mathbb{C}^{m} \rightarrow \ell^{2}(I), \quad \mathcal{G}_{\Phi, \Psi}(\omega):=\mathcal{A}(\omega) \mathcal{B}_{\Phi}^{*}(\omega), \\
\left(\mathcal{G}_{\Phi, \Psi}(\omega)\right)_{i, j}=\left\langle\tau \varphi_{j}(\omega), \tau \psi_{i}(\omega)\right\rangle \quad \forall 1 \leq j \leq m, i \in I . \tag{3.10}
\end{gather*}
$$

Again we should remark that $\mathcal{G}_{\Phi, \Psi}(\omega)$ is the cross-correlation operator associated to $\tau \Phi(\omega)$ and $\tau \Psi(\omega)$, that is $\mathcal{G}_{\Phi, \Psi}(\omega)=G_{\tau \Phi(\omega), \tau \Psi(\omega)}$.

Theorem 3.5.3. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ be such that $E(\Psi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right), V$ an FSIS generated by a finite set $\Phi$, and A the sampling operator associated to $E(\Psi)$, then the following are equivalent:
i) $\Psi$ provides a one-to-one sampling operator for $V$.
ii) $\operatorname{ker}\left(\mathcal{G}_{\Phi, \Psi}(\omega)\right)=\operatorname{ker}\left(\mathcal{B}_{\Phi}^{*}(\omega)\right)$ for a.e. $\omega \in[0,1)^{d}$.
iii) $\operatorname{dim}\left(\operatorname{range}\left(\mathcal{G}_{\Phi, \Psi}(\omega)\right)\right)=\operatorname{dim}_{V}(\omega)$ for a.e. $\omega \in[0,1)^{d}$.

For the proof of Theorem 3.5.3 we need the following.
Lemma 3.5.4. Let $V$ be an $F S I S, \Psi=\left\{\psi_{i}\right\}_{i \in I}$ such that $E(\Psi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$, and A the sampling operator associated to $E(\Psi)$. Then $A$ is one-to-one on $V$ if and only if $\mathcal{A}(\omega)$ is one-to-one on $J_{V}(\omega)$ for a.e. $\omega \in[0,1)^{d}$.

Proof. Since V is a SIS, by Proposition 3.5.2, $A$ is one-to-one on $V$ if and only if

$$
\begin{equation*}
V=\overline{\operatorname{span}} E\left(P_{V} \Psi\right) \tag{3.11}
\end{equation*}
$$

By Proposition 1.5.3, equation (3.11) is equivalent to

$$
\begin{equation*}
J_{V}(\omega)=\overline{\operatorname{span}}\left\{\tau\left(P_{V} \psi_{i}\right)(\omega): i \in I\right\} \quad \text { for a.e. } \omega \in[0,1)^{d} . \tag{3.12}
\end{equation*}
$$

So, we have proved that $A$ is one-to-one on $V$ if and only if (3.12) holds.

On the other side, given $\omega \in[0,1)^{d}$, and using Proposition 3.3.2 for the sampling operator $\mathcal{A}(\omega)$ and the space $\mathcal{H}=\ell^{2}\left(\mathbb{Z}^{d}\right)$, we have that $\mathcal{A}(\omega)$ is one-to-one on $J_{V}(\omega)$ if and only if

$$
J_{V}(\omega)=\overline{\operatorname{span}}\left\{P_{J_{V}(\omega)}\left(\tau \psi_{i}(\omega)\right): i \in I\right\} .
$$

Then, using Proposition 1.5.4, we conclude that (3.12) holds if and only if $\mathcal{A}(\omega)$ is one-to-one on $J_{V}(\omega)$, for a.e. $\omega \in[0,1)^{d}$, which completes the proof of the lemma.

Proof of Theorem 3.5.3. Since $\Phi$ is a set of generators for $V$, we have that for a.e. $\omega \in$ $[0,1)^{d}, \tau \Phi(\omega)$ is a set of generators for $J_{V}(\omega)$.

Now, for a.e. $\omega \in[0,1)^{d}$ we can apply Theorem 3.4.1 for the sampling operator $\mathcal{A}(\omega)$ and the finite-dimentional subspace $J_{V}(\omega)$ to obtain the equivalence of the following propositions:
a) $\mathcal{A}(\omega)$ is one-to-one on $J_{V}(\omega)$.
b) $\operatorname{ker}\left(\mathcal{G}_{\Phi, \Psi}(\omega)\right)=\operatorname{ker}\left(\mathcal{B}_{\Phi}^{*}(\omega)\right)$.
c) $\operatorname{dim}\left(\operatorname{range}\left(\mathcal{G}_{\Phi, \Psi}(\omega)\right)\right)=\operatorname{dim}\left(J_{V}(\omega)\right)=\operatorname{dim}_{V}(\omega)$.

From here the proof follows using Lemma 3.5.4.

Note that with the previous theorem we have conditions for $A$ to be one-to-one on $\bar{V}_{\gamma, \theta}$, and since

$$
V_{\gamma, \theta}=V_{\gamma}+V_{\theta} \subseteq \bar{V}_{\gamma, \theta},
$$

we obtain the following corollary.
Corollary 3.5.5. Let $E(\Psi)$ be a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$ for some set of functions $\Psi$. For every $\gamma, \theta \in \Gamma$, let $\Phi_{\gamma, \theta}$ be a finite set of generators for $\bar{V}_{\gamma, \theta}$. If for each $\gamma, \theta \in \Gamma$,

$$
\operatorname{dim}\left(\operatorname{range}\left(\mathcal{G}_{\Phi_{\gamma, \theta}, \Psi}(\omega)\right)\right)=\operatorname{dim}_{\bar{V}_{r, \theta}}(\omega) \quad \text { for a.e. } \omega \in[0,1)^{d},
$$

then $A$ is one-to-one on $X$.
Remark 3.5.6. It is important to note that the injectivity of $A$ on $V_{\gamma, \theta}$ does not imply the injectivity on $\bar{V}_{\gamma, \theta}$, thus, we have only obtained sufficient conditions for $A$ to be one-toone. This is not a problem in general, because as we will see in the next section, stability implies injectivity in the case of the sampling operator and stability is a common and needed assumption in most sampling applications.

### 3.5.3 The stability condition

As a consequence of Proposition 3.3.6, we will obtain necessary and sufficient conditions for the stability of $A$.

As in the previous subsection, using that the orthogonal projection onto a SIS commutes with integer translates, we have the following version of Proposition 3.3.2.

Proposition 3.5.7. Given $V$ a SIS of $L^{2}\left(\mathbb{R}^{d}\right), \Psi=\left\{\psi_{i}\right\}_{i \in I}$ such that $E(\Psi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$ and $A$ the sampling operator associated to $E(\Psi)$. Then the following are equivalent:
i) The sampling operator $A$ is stable for $V$ with constants $\alpha$ and $\beta$.
ii) $E\left(P_{V} \Psi\right)$ is a frame for $V$ with constants $\alpha$ and $\beta$.

Now we are able to state the stability theorem. We will use the operator related to the fibers, defined by (3.8), (3.9) and (3.10).

Theorem 3.5.8. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ be such that $E(\Psi)$ is a Bessel sequence for $L^{2}\left(\mathbb{R}^{d}\right)$ and A the sampling operator associated to $E(\Psi)$. Let $V$ be an FSIS, and $\Phi$ a finite set of functions such that $E(\Phi)$ forms a Parseval frame for $V$.

Then $E(\Psi)$ provides a stable sampling operator for $V$ if and only if
i) $\operatorname{dim}\left(\operatorname{range}\left(\mathcal{G}_{\Phi, \Psi}(\omega)\right)\right)=\operatorname{dim}_{V}(\omega)$ for a.e. $\omega \in[0,1)^{d}$ and
ii) There exist constants $0<\alpha \leq \beta<\infty$ such that

$$
\sigma^{2}\left(\mathcal{G}_{\Phi, \Psi}(\omega)\right) \subseteq\{0\} \cup[\alpha, \beta] \quad \text { for a.e. } \omega \in[0,1)^{d} .
$$

Proof. $\Phi$ is a Parseval frame for $V$, so, by Theorem 1.5.9, we have that for a.e. $\omega \in[0,1)^{d}$, $\tau \Phi(\omega)$ is a Parseval frame for $J_{V}(\omega)$. Since $J_{V}(\omega)$ is a finite-dimensional space of $\ell^{2}\left(\mathbb{Z}^{d}\right)$, Theorem 3.4.5 holds for $\mathcal{A}(\omega)$.

So, we only have to prove that A is stable for $V$ with constants $\alpha$ and $\beta$ if and only if $\mathcal{A}(\omega)$ is stable for $J_{V}(\omega)$ with constants $\alpha$ and $\beta$.

By Proposition 3.5.7, the stability of $A$ in $V$ is equivalent to $E\left(P_{V} \Psi\right)$ being a frame for $V$ with constants $\alpha$ and $\beta$. By Theorem 1.5.9, this is equivalent to

$$
\left\{\tau\left(P_{V} \psi_{i}\right)(\omega)\right\}_{i \in I}
$$

being a frame for $J_{V}(\omega)$ with constants $\alpha$ and $\beta$ for a.e. $\omega \in[0,1)^{d}$.
On the other hand, given $\omega \in[0,1)^{d}$, the operator $\mathcal{A}(\omega)$ is stable for $J_{V}(\omega)$, if and only if

$$
\left\{P_{J_{V}(\omega)}\left(\tau \psi_{i}(\omega)\right)\right\}_{i \in I}
$$

is a frame for $J_{V}(\omega)$ with constants $\alpha$ and $\beta$.

The proof can be finished now using first Proposition 1.5.4, i.e.

$$
\tau\left(P_{V} \psi_{i}\right)(\omega)=P_{J_{V}(\omega)}\left(\tau \psi_{i}(\omega)\right) \quad \text { for a.e. } \omega \in[0,1)^{d},
$$

and then Theorem 3.4.5.
Now we apply Theorem 3.5.8 and Proposition 3.3.6 to obtain the following.
Theorem 3.5.9. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ such that $E(\Psi)$ is a Bessel sequence for $L^{2}\left(\mathbb{R}^{d}\right)$, and for every $\gamma, \theta \in \Gamma$ let $\Phi_{\gamma, \theta}$ be a Parseval frame for $\bar{V}_{\gamma, \theta}$. Then $E(\Psi)$ provides a stable sampling operator for $\mathcal{X}$ if and only if
i) $\operatorname{dim}\left(\operatorname{range}\left(\mathcal{G}_{\Phi_{\gamma, \theta}, \Psi}(\omega)\right)\right)=\operatorname{dim}_{\bar{V}_{\gamma, \theta}}(\omega)$ for a.e. $\omega \in[0,1)^{d}, \forall \gamma, \theta \in \Gamma$ and
ii) There exist constants $0<\alpha \leq \beta<\infty$ such that

$$
\sigma^{2}\left(\mathcal{G}_{\Phi_{\gamma, \theta}, \Psi}(\omega)\right) \subseteq\{0\} \cup[\alpha, \beta] \quad \text { for a.e. } \omega \in[0,1)^{d}, \forall \gamma, \theta \in \Gamma .
$$

Finally, as in [LD08], we obtain a lower bound for the amount of samples. In contrast to the previous section, we only find bounds for stable operators. We can not say anything about one-to-one operators since we only obtained sufficient conditions for the injectivity.

Proposition 3.5.10. If the operator $A$ is stable for $\mathcal{X}$ and $I$ is finite, then

$$
\# I \geq \sup _{\gamma, \theta \in \Gamma}\left(\operatorname{len}\left(\bar{V}_{\gamma, \theta}\right)\right) .
$$

Proof. Since $I$ is finite, it holds that range $\left.\left(\mathcal{G}_{\Phi_{\gamma,,}, \Psi}(\omega)\right)\right) \subseteq \mathbb{C}^{\# I}$ for a.e. $\omega \in[0,1)^{d}$. Hence, by Theorem 3.5.9, we have that

$$
\operatorname{dim}_{\bar{V}_{\gamma, \theta}}(\omega)=\operatorname{dim}\left(\operatorname{range}\left(\mathcal{G}_{\Phi_{\gamma, \theta}, \Psi}(\omega)\right)\right) \leq \# I \quad \text { for a.e. } \omega \in[0,1)^{d}, \forall \gamma, \theta \in \Gamma .
$$

This shows that, given $\gamma, \theta \in \Gamma$,

$$
\operatorname{ess}-\sup \left\{\operatorname{dim}_{\bar{V}_{r, \theta}}(\omega): \omega \in[0,1)^{d}\right\} \leq \# I .
$$

The proof of the proposition follows using Theorem 1.5.7.

We would like to note that based in our results, it is possible to state conditions for the injectivity and stability for the sampling operator in a union of SISs which are not necessarily finitely-generated. For this, condition iii) of Theorem 3.5.3 should be replaced by condition ii).

## 4

## Closedness of the sum of two shift-invariant spaces

### 4.1 Introduction

In the previous chapter we obtained necessary and sufficient conditions for the stability of the sampling operator $A$ in a union of arbitrary FSISs. We showed that, without the assumption of the closedness of the sum of every two of the FSISs in the union, we could only obtain sufficient conditions for the injectivity of $A$. An interesting problem that arises as a consequence of this restriction is under which conditions the sum of two SISs is a closed subspace.

For two closed subspaces $U$ and $V$ of an arbitrary Hilbert space $\mathcal{H}$, the conditions on the closedness of the sum of these two spaces is given in terms of the angle between the subspaces. In what follows we will define the notion of Dixmier and Friedrichs angle between subspaces. We refer the reader to [Deu95] for details and proofs.

Throughout this chapter, we will use the symbol $\left.P_{U}\right|_{V}$ to denote the restriction of the orthogonal projection $P_{U}$ to the subspace $V$.
The orthogonal complement of $U \cap V$ in $U$ will be denoted by

$$
U \ominus V:=U \cap(U \cap V)^{\perp} .
$$

Definition 4.1.1. Let $U$ and $V$ be closed subspaces of $\mathcal{H}$.
a) The minimal angle between $U$ and $V$ (or Dixmier angle) is the angle in $\left[0, \frac{\pi}{2}\right]$ whose cosine is

$$
\mathbf{c}_{0}[U, V]:=\sup \{|\langle u, v\rangle|: u \in U, v \in V,\|u\| \leq 1,\|v\| \leq 1\} .
$$

b) The angle between $U$ and $V$ (or Friedrichs angle) is the angle in $\left[0, \frac{\pi}{2}\right]$ whose cosine is

$$
\mathbf{c}[U, V]:=\sup \{|\langle u, v\rangle|: u \in U \ominus V, v \in V \ominus U \text { and }\|u\| \leq 1,\|v\| \leq 1\} .
$$

We have the following results concerning both notions of angles between subspaces.
Proposition 4.1.2. Let $U$ and $V$ be closed subspaces of $\mathcal{H}$.
i) $\boldsymbol{c}_{0}[U, V]=\left\|\left.P_{U}\right|_{V}\right\|_{\mathrm{op}}$.
ii) $\boldsymbol{c}[U, V]=\boldsymbol{c}_{0}[U \ominus V, V \ominus U]$.

As we have stated before, the Friedrichs angle is closely related with the closedness of the sum of two closed subspaces.

Proposition 4.1.3. Let $U$ and $V$ be closed subspaces of $\mathcal{H}$. Then $U+V$ is closed if and only if $c[U, V]<1$.

In [KKL06] Kim et al. presented a formula for the Dixmier angle between two closed subspaces $U, V$ of a Hilbert space $\mathcal{H}$. This formula is given in terms of the operator norm of an operator formed by the composition of the Gramians and the cross-correlation operator of two sequences $X$ and $Y$ which are frames for $U$ and $V$ respectively. They then use this formula to obtain necessary and sufficient conditions for the closedness of the sum of two SISs in $L^{2}\left(\mathbb{R}^{d}\right)$.
Following the ideas from [KKL06], in this chapter we will first give a formula for the calculation of the Friedrichs angle between two closed subspaces $U, V$ of a Hilbert space $\mathcal{H}$. Then, we will use it to obtain necessary and sufficient conditions for the closedness of the sum of two SISs in $L^{2}\left(\mathbb{R}^{d}\right)$. The advantage of using the Friedrichs angle between subspaces instead of the Dixmier angle is that the conditions for the closedness of the sum of two subspaces are computationally simpler than the ones from [KKL06].

Using these results, we will show that it is possible to determine families of subspaces on which the conditions for injectivity of the sampling operator in the union of subspaces are necessary and sufficient.

This chapter is organized as follows. In Section 4.2 we state some preliminary results that will be used throughout. In Section 4.3 we use the notion of Friedrichs angle between subspaces to obtain necessary and sufficient conditions for the closedness of the sum of two closed subspaces of a Hilbert space. We also obtain a formula for the calculation of the Friedrichs angle between two closed subspaces. Finally, in Section 4.4 we provide an expression for the Friedrichs angle between two SISs. Using this, we give necessary and sufficient conditions for the sum of two SISs to be closed.

### 4.2 Preliminary results

In this section we will introduce the pseudo-inverse of an operator (see [Chr03] for more details).

Definition 4.2.1. Let $\mathcal{H}$ and $\mathcal{K}$ be separable Hilbert spaces, and $T: \mathcal{H} \rightarrow \mathcal{K}$ a bounded linear operator with closed range.

We denote by $T^{\dagger}$, the pseudo-inverse of $T$ (or Moore-Penrose inverse) which is defined as follows. Let $R(T)$ be the closed range of $T$ and $\widetilde{T}: \operatorname{ker}(T)^{\perp} \rightarrow R(T)$ the restriction of $T$ to $\operatorname{ker}(T)^{\perp}$. Since $T$ is injective on $\operatorname{ker}(T)^{\perp}$, it follows that $\widetilde{T}$ is bijective and has a bounded inverse $\widetilde{T}^{-1}: R(T) \rightarrow \operatorname{ker}(T)^{\perp}$.

The pseudo-inverse of $T$ is defined as the unique extension $T^{\dagger}$ of $\widetilde{T}^{-1}$ to a bounded operator on $\mathcal{K}$ with the property $\operatorname{ker}\left(T^{\dagger}\right)=R(T)^{\perp}$.

The pseudo-inverse satisfies the following properties.
Proposition 4.2.2. Let $\mathcal{H}$ and $\mathcal{K}$ be separable Hilbert spaces, and $T: \mathcal{H} \rightarrow \mathcal{K}$ a bounded linear operator with closed range. If $T^{\dagger}$ is the pseudo-inverse of $T$, then
i) $T T^{\dagger}=P_{\text {range }(T)}$.
ii) $\left(T^{\dagger}\right)^{*}=\left(T^{*}\right)^{\dagger}$.
iii) $\left(T^{*} T\right)^{\dagger}=T^{\dagger}\left(T^{*}\right)^{\dagger}$.
iv) If $T$ is a positive semi-definite operator, then $T^{\dagger}$ is also positive semi-definite.

We will need in this chapter the notion of shift-preserving operators and range operator (see [Bow00] for more details).

Definition 4.2.3. Let $V$ be a SIS. A bounded linear operator $T: V \rightarrow L^{2}\left(\mathbb{R}^{d}\right)$ is shiftpreserving if $T t_{k}=t_{k} T$ for all $k \in \mathbb{Z}^{d}$, where $t_{k}$ is the translation by $k$.

Definition 4.2.4. Assume $V$ is a SIS of $L^{2}\left(\mathbb{R}^{d}\right)$ with range function $J_{V}$. A range operator on $J_{V}$ is a mapping

$$
Q:[0,1)^{d} \rightarrow\left\{\text { bounded operators defined on closed subspaces of } \ell^{2}\left(\mathbb{Z}^{d}\right)\right\}
$$

so that the domain of $Q(\omega)$ equals $J_{V}(\omega)$ for a.e. $\omega \in[0,1)^{d}$.
$Q$ is measurable if $\omega \mapsto Q(\omega) P_{J_{V}(\omega)}$ is weakly operator measurable, i.e. $\omega \mapsto$ $\left\langle Q(\omega) P_{J_{V}(\omega)} a, b\right\rangle$ is a measurable scalar function for each $a, b \in \ell^{2}\left(\mathbb{Z}^{d}\right)$.

The following theorem states that there is a correspondence between shift-preserving operators and range operators.

Theorem 4.2.5. Assume $V$ is a SIS of $L^{2}\left(\mathbb{R}^{d}\right)$ and $J_{V}$ is its range function. For every shift preserving operator $T: V \rightarrow L^{2}\left(\mathbb{R}^{d}\right)$ there exists a measurable range operator $Q$ on $J_{V}$ such that

$$
\tau(T f)(\omega)=Q(\omega)(\tau f(\omega)) \quad \text { for a.e. } \omega \in[0,1)^{d}, f \in V \text {. }
$$

The correspondence between $T$ and $Q$ is one-to-one.
Moreover, we have

$$
\|T\|_{\mathrm{op}}=\operatorname{ess}-\sup \left\{\|Q(\omega)\|_{\mathrm{op}}: \omega \in[0,1)^{d}\right\} .
$$

### 4.3 A formula for the Friedrichs angle

Recall that from Proposition 4.1.3 we have that the sum of two closed subspaces $U, V$ of a Hilbert space $\mathcal{H}$ is closed if and only if the Friedrichs angle satisfies that $\mathbf{c}[U, V]<1$.

In this section we would like to obtain an easier way of calculating the Friedrichs angle between subspaces. This is achieved in the following theorem which expresses this angle in terms of the operator norm of certain operators associated to frames.

The proof of the theorem was given in [KKL06, Theorem 2.1], but we will include it here for the sake of completeness.

Theorem 4.3.1. Let $U$ and $V$ be closed subspaces of $\mathcal{H}$. Suppose that $X$ and $X^{\prime}$ are countable subsets of $\mathcal{H}$ which are frames for $U \ominus V$ and $V \ominus U$ respectively. Then,

$$
\boldsymbol{c}[U, V]=\left\|\left(G_{X^{\prime}}^{\dagger}\right)^{\frac{1}{2}} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{\frac{1}{2}}\right\|_{\mathrm{op}}
$$

where $G_{X}$ and $G_{X^{\prime}}$ are the Gramian operators and $G_{X, X^{\prime}}$ is the cross-correlation operator.

Proof. Using part ii) of Proposition 4.1 .2 it suffices to show that for $U$ and $V$ closed subspaces of $\mathcal{H}$ it holds that

$$
\mathbf{c}_{0}[U, V]=\left\|\left(G_{X^{\prime}}^{\dagger}\right)^{\frac{1}{2}} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{\frac{1}{2}}\right\|_{\mathrm{op}}
$$

where $X$ and $X^{\prime}$ are countable subsets of $\mathcal{H}$ which are frames for $U$ and $V$ respectively.
From Proposition 1.2.10 $G_{X}$ and $G_{X^{\prime}}$ have closed ranges, thus, their pseudo-inverses are well-defined.

Let $P:=\left.P_{V}\right|_{U}$. From Proposition 4.2 .2 we have that

$$
P=P_{V} P_{U}=P_{V}^{*} P_{U}=\left(B_{X^{\prime}}^{*} B_{X^{\prime}}^{* \dagger}\right)^{*} B_{X}^{*} B_{X}^{* \dagger}=B_{X^{\prime}}^{\dagger} B_{X^{\prime}} B_{X}^{*} B_{X}^{* \dagger}=B_{X^{\prime}}^{\dagger} G_{X, X^{\prime}} B_{X}^{* \dagger}
$$

Then, using part i) of Proposition 4.1.2 and Proposition 4.2.2, we obtain

$$
\begin{aligned}
\mathbf{c}_{0}[U, V]^{2} & =\mathbf{c}_{0}[V, U]^{2}=\|P\|_{\mathrm{op}}^{2}=\left\|P P^{*}\right\|_{\mathrm{op}}=\left\|B_{X^{\prime}}^{\dagger} G_{X, X^{\prime}} B_{X}^{* \dagger} B_{X}^{\dagger} G_{X, X^{\prime}}^{*} B_{X^{\prime}}^{* \dagger}\right\|_{\mathrm{op}} \\
& =\left\|B_{X^{\prime}}^{\dagger} G_{X, X^{\prime}}\left(B_{X} B_{X}^{*}\right)^{\dagger} G_{X, X^{\prime}}^{*} B_{X^{\prime}}^{* \dagger}\right\|_{\mathrm{op}}=\left\|B_{X^{\prime}}^{\dagger} G_{X, X^{\prime}} G_{X}^{\dagger} G_{X, X^{\prime}}^{*} B_{X^{\prime}}^{* \dagger}\right\|_{\mathrm{op}} \\
& =\left\|B_{X^{\prime}}^{\dagger} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{1 / 2}\left(G_{X}^{\dagger}\right)^{1 / 2} G_{X, X^{\prime}}^{*} B_{X^{\prime}}^{* \dagger}\right\|_{\mathrm{op}}=\left\|B_{X^{\prime}}^{\dagger} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{1 / 2}\right\|_{\mathrm{op}}^{2} \\
& =\left\|\left(G_{X}^{\dagger}\right)^{1 / 2} G_{X, X^{\prime}}^{*} B_{X^{\prime}}^{* \dagger} B_{X^{\prime}}^{\dagger} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{1 / 2}\right\|_{\mathrm{op}} \\
& =\left\|\left(G_{X}^{\dagger}\right)^{1 / 2} G_{X, X^{\prime}}^{*} G_{X^{\prime}}^{\dagger} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{1 / 2}\right\|_{\mathrm{op}} \\
& =\left\|\left(G_{X}^{\dagger}\right)^{1 / 2} G_{X, X^{\prime}}^{*}\left(G_{X^{\prime}}^{\dagger}\right)^{1 / 2}\left(G_{X^{\prime}}^{\dagger}\right)^{1 / 2} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{1 / 2}\right\|_{\mathrm{op}} \\
& =\left\|\left(G_{X^{\prime}}^{\dagger}\right)^{1 / 2} G_{X, X^{\prime}}\left(G_{X}^{\dagger}\right)^{1 / 2}\right\|_{\mathrm{op}}^{2}
\end{aligned}
$$

where we have used that $\left\|T T^{*}\right\|_{\mathrm{op}}=\left\|T^{*} T\right\|_{\mathrm{op}}=\|T\|_{\mathrm{op}}^{2}$ for a bounded operator $T$.

### 4.4 Closedness of the sum of two shift-invariant subspaces

As it was stated in Proposition 4.1.3, the closedness of the sum of two subspaces depends on the Friedrichs angle between them. In this section, we provide an expression for the Friedrichs angle between two SISs in terms of the Gramians of the generators. In [KKL06] Kim et al found a similar expression for the Dixmier angle between two SISs.

The main theorem of this part gives necessary and sufficient conditions for the sum of two SISs to be closed. We first state the theorem and then we apply this result to obtain a more general version of Corollary 3.5.5 from Chapter 3. The proof of the theorem will be given at the end of the section.

Theorem 4.4.1. Let $U$ and $V$ be SISs of $L^{2}\left(\mathbb{R}^{d}\right)$. Suppose that $\Phi, \Phi^{\prime}$ are sets of functions in $L^{2}\left(\mathbb{R}^{d}\right)$ such that for a.e. $\omega \in[0,1)^{d}, \tau \Phi(\omega)$ and $\tau \Phi^{\prime}(\omega)$ are frames for $J_{U \ominus V}(\omega)$ and $J_{V \ominus U}(\omega)$ respectively. Then, $U+V$ is closed if and only if

$$
\begin{equation*}
c[U, V]=\operatorname{ess}-\sup \left\{\left\|\left(\mathcal{G}_{\Phi^{\prime}}(\omega)^{\dagger}\right)^{\frac{1}{2}} \mathcal{G}_{\Phi, \Phi^{\prime}}(\omega)\left(\mathcal{G}_{\Phi}(\omega)^{\dagger}\right)^{\frac{1}{2}}\right\|_{\mathrm{op}}: \omega \in[0,1)^{d}\right\}<1 \tag{4.1}
\end{equation*}
$$

Note that, if $V=V(\Phi)$ is an FSIS, we have that $\tau \Phi(\omega)$ is a frame for $J_{V}(\omega)$ for a.e. $\omega \in[0,1)^{d}$, even though $E(\Phi)$ is not a frame for $V$ (see Remark 1.5.10). Thus, if $U$ and $V$ are FSISs, condition (4.1) can be checked on any set of generators of the subspaces $U \ominus V$ and $V \ominus U$. At the end of the section we give an example in which we compute the Friedrichs angle between two FSISs.

When the set of functions $\Phi$ is finite and $\#(\Phi)=m$, for a fixed $\omega \in[0,1)^{d}$ the Gramian matrix $\mathcal{G}_{\Phi}(\omega) \in \mathbb{C}^{m \times m}$ is Hermitian positive semidefinite. Thus, we have that

$$
\mathcal{G}_{\Phi}(\omega)=U(\omega) D(\omega) U^{*}(\omega),
$$

where $U(\omega)$ is a unitary matrix and $D(\omega)=\operatorname{diag}\left\{\lambda_{1}(\omega), \ldots, \lambda_{m}(\omega)\right\}$ with $\lambda_{1}(\omega) \geq \cdots \geq$ $\lambda_{m}(\omega) \geq 0$ the eigenvalues of the Gramian matrix.
In [RS95] it was proved that the eigenvalues $\lambda_{1} \geq \cdots \geq \lambda_{m}$ and the entries of the matrix $U$ are measurable functions.

In this case we have that the pseudo-inverse of the Gramian matrix and the square root of the pseudo-inverse are

$$
\mathcal{G}_{\Phi}(\omega)^{\dagger}=U(\omega) D(\omega)^{\dagger} U^{*}(\omega) \quad \text { and } \quad\left(\mathcal{G}_{\Phi}(\omega)^{\dagger}\right)^{\frac{1}{2}}=U(\omega)\left(D(\omega)^{\dagger}\right)^{\frac{1}{2}} U^{*}(\omega) \text {, }
$$

where $D(\omega)^{\dagger}=\operatorname{diag}\left\{\lambda_{1}(\omega)^{-1}, \ldots, \lambda_{d(\omega)}(\omega)^{-1}, 0, \ldots, 0\right\}$ and $d(\omega)=\operatorname{rank}\left[\mathcal{G}_{\Phi}(\omega)\right]$.
In the next theorem we show that imposing certain restrictions on the angle between the subspaces, we obtain necessary and sufficient conditions for the injectivity of the sampling operator in a union of subspaces. This gives a more complete version of Corollary 3.5.5 from Chapter 3.

Theorem 4.4.2. Let $\Psi=\left\{\psi_{i}\right\}_{i \in I}$ be such that $E(\Psi)$ is a Bessel sequence in $L^{2}\left(\mathbb{R}^{d}\right)$ and let $\left\{V_{\gamma}\right\}_{\gamma \in \Gamma}$ be FSISs of $L^{2}\left(\mathbb{R}^{d}\right)$. Suppose condition (4.1) is satisfied for every pair of subspaces $V_{\gamma}, V_{\theta}$ with $\gamma, \theta \in \Gamma$.
If $\Phi_{\gamma, \theta}$ is a finite set of generators for $V_{\gamma, \theta}=V_{\gamma}+V_{\theta}$, the following are equivalent:
i) $\Psi$ provides a one-to-one sampling operator for $\mathcal{X}$.
ii) $\operatorname{dim}\left(\operatorname{range}\left(\mathcal{G}_{\Phi_{\gamma, \theta}, \Psi}(\omega)\right)\right)=\operatorname{dim}_{V_{\gamma, \theta}}(\omega)$ for a.e. $\omega \in[0,1)^{d}, \forall \gamma, \theta \in \Gamma$.

Proof. Since condition (4.1) is satisfied for every $\gamma, \theta \in \Gamma$, it holds that the subspaces $V_{\gamma, \theta}=V_{\gamma}+V_{\theta}$ are FSISs. The proof of the theorem follows applying Theorem 3.5.3 to these subspaces.

In what follows we will give some lemmas which will be needed for the proof of Theorem 4.4.1. The results in these lemmas are interesting by themselves.

The first lemma uses the notion of range function introduced in Definition 1.5.2.
Lemma 4.4.3. Given $U$ and $V$ SISs of $L^{2}\left(\mathbb{R}^{d}\right)$. Then the range function

$$
R:[0,1)^{d} \rightarrow\left\{\text { closed subspaces of } \ell^{2}\left(\mathbb{Z}^{d}\right)\right\}, \quad R(\omega)=J_{U}(\omega) \cap J_{V}(\omega),
$$

is measurable.
Proof. Recall that the measurability of $R$ is equivalent to $\omega \mapsto P_{J_{U}(\omega) \cap J_{V}(\omega)}$ being measurable.

It is known (see [VN50]) that given $M$ and $N$ closed subspaces of a separable Hilbert space $\mathcal{H}$, for each $x \in \mathcal{H}$,

$$
P_{M \cap N}(x)=\lim _{n \rightarrow+\infty}\left(P_{M} P_{N}\right)^{n}(x) .
$$

Note that if we have two measurable functions

$$
Q_{1}, Q_{2}:[0,1)^{d} \rightarrow\left\{\text { orthogonal projections in } \ell^{2}\left(\mathbb{Z}^{d}\right)\right\}
$$

then the map $\omega \mapsto Q_{1}(\omega) Q_{2}(\omega)$ is measurable. For, let $F$ be an arbitrary measurable function from $[0,1)^{d}$ into $\ell^{2}\left(\mathbb{Z}^{d}\right)$. Then

$$
Q_{1}(\omega) Q_{2}(\omega)(F(\omega))=Q_{1}(\omega)\left(Q_{2}(\omega)(F(\omega))\right) .
$$

By Definition 1.5.2, the measurability of $Q_{2}(\omega)$ implies the vector measurability of $Q_{2}(\omega)(F(\omega))$. Since $Q_{1}(\omega)$ is measurable, $Q_{1}(\omega) Q_{2}(\omega)(F(\omega))$ is measurable. What shows that $\omega \mapsto Q_{1}(\omega) Q_{2}(\omega)$ is measurable.

As a consequence, it holds that for any $n \in \mathbb{N}$ the map $\omega \mapsto\left(P_{J_{U}(\omega)} P_{J_{V}(\omega)}\right)^{n}$ is measurable, that is, for each $a \in \ell^{2}\left(\mathbb{Z}^{d}\right), \omega \mapsto\left(P_{J_{U}(\omega)} P_{J_{V}(\omega)}\right)^{n}(a)$ is measurable. From here the proof follows using that,

$$
P_{J_{U}(\omega) \cap J_{V}(\omega)}(a)=\lim _{n \rightarrow+\infty}\left(P_{J_{U}(\omega)} P_{J_{V}(\omega)}\right)^{n}(a) .
$$

With the previous lemma we obtain the following property of the fiber spaces.
Lemma 4.4.4. Let $U$ and $V$ be SISs of $L^{2}\left(\mathbb{R}^{d}\right)$. Then,

$$
J_{U \ominus V}(\omega)=J_{U}(\omega) \ominus J_{V}(\omega) \quad \text { for a.e. } \omega \in[0,1)^{d} .
$$

Proof. We will first prove that

$$
\begin{equation*}
J_{U \cap V}(\omega)=J_{U}(\omega) \cap J_{V}(\omega) \quad \text { for a.e. } \omega \in[0,1)^{d} . \tag{4.2}
\end{equation*}
$$

Let $R$ be the measurable range function defined in Lemma 4.4.3. Since

$$
U \cap V=\left\{f \in L^{2}\left(\mathbb{R}^{d}\right): \tau f(\omega) \in R(\omega) \text { for a.e. } \omega \in[0,1)^{d}\right\}
$$

it follows that $R$ is the range function associated to the shift-invariant space $U \cap V$, thus (4.2) holds.

Using (4.2), the proof of the proposition is straightforward as

$$
\left(J_{V}(\omega)\right)^{\perp}=J_{V^{\perp}}(\omega) \quad \text { for a.e. } \omega \in[0,1)^{d},
$$

for any shift-invariant space $V$ of $L^{2}\left(\mathbb{R}^{d}\right)$.
The next lemma follows the ideas from [BG04]. It states that the angle between two shift-invariant spaces is the essential supremum of the angles between the fiber spaces.

Lemma 4.4.5. Let $U$ and $V$ be SISs of $L^{2}\left(\mathbb{R}^{d}\right)$. Then,

$$
\boldsymbol{c}[U, V]=\operatorname{ess}-\sup \left\{c\left[J_{U}(\omega), J_{V}(\omega)\right]: \omega \in[0,1)^{d}\right\}
$$

Proof. Given $f \in V$, by Proposition 1.5.4, we have for a.e. $\omega \in[0,1)^{d}$,

$$
\tau\left(\left.P_{U}\right|_{V} f\right)(\omega)=\tau\left(P_{U} P_{V} f\right)(\omega)=P_{J_{U}(\omega)} P_{J_{V}(\omega)}(\tau f(\omega))=\left.P_{J_{U}(\omega)}\right|_{J_{V}(\omega)}(\tau f(\omega))
$$

By Theorem 4.2.5 this shows that $\left.P_{J_{U}(\omega)}\right|_{J_{V}(\omega)}$ is the range operator corresponding to the shift-preserving operator $\left.P_{U}\right|_{V}$ in the shift-invariant space $V$. What implies that

$$
\begin{equation*}
\left\|\left.P_{U}\right|_{V}\right\|_{\mathrm{op}}=\operatorname{ess}-\sup \left\{\left\|\left.P_{J_{U}(\omega)}\right|_{J_{V}(\omega)}\right\|_{\mathrm{op}}: \omega \in[0,1)^{d}\right\} \tag{4.3}
\end{equation*}
$$

Using (4.3), Proposition 4.1.2 and Lemma 4.4.4, we obtain

$$
\left.\begin{array}{rl}
\mathbf{c}[U, V] & =\mathbf{c}_{0}[U \ominus V, V \ominus U]=\left\|\left.P_{U \ominus V}\right|_{V \ominus U}\right\|_{\mathrm{op}} \\
& =\operatorname{ess}-\sup \left\{\left\|\left.P_{J_{U \ominus V}(\omega)}\right|_{J_{V \ominus U}(\omega)}\right\|_{\mathrm{op}}: \omega \in[0,1)^{d}\right\} \\
& =\operatorname{ess}-\sup \left\{\| P_{J_{U}(\omega) \ominus J_{V}(\omega)} \mid J_{V}(\omega) \ominus J_{U}(\omega)\right.
\end{array} \|_{\mathrm{op}}: \omega \in[0,1)^{d}\right\},{ }^{2}(\omega)
$$

With the above results, we are able to prove the main theorem of this section.
Proof of Theorem 4.4.1. By Lemma 4.4.4, it follows that $\tau \Phi(\omega)$ and $\tau \Phi^{\prime}(\omega)$ are frames for $J_{U}(\omega) \ominus J_{V}(\omega)$ and $J_{V}(\omega) \ominus J_{U}(\omega)$ respectively, for a.e. $\omega \in[0,1)^{d}$.

Thus, using Theorem 4.3.1, we obtain

$$
\mathbf{c}\left[J_{U}(\omega), J_{V}(\omega)\right]=\left\|\left(\mathcal{G}_{\Phi^{\prime}}(\omega)^{\dagger}\right)^{\frac{1}{2}} \mathcal{G}_{\Phi, \Phi^{\prime}}(\omega)\left(\mathcal{G}_{\Phi}(\omega)^{\dagger}\right)^{\frac{1}{2}}\right\|_{\mathrm{op}} \quad \text { for a.e. } \omega \in[0,1)^{d} .
$$

Hence, by Lemma 4.4.5,

$$
\begin{equation*}
\mathbf{c}[U, V]=\operatorname{ess}-\sup \left\{\left\|\left(\mathcal{G}_{\Phi^{\prime}}(\omega)^{\dagger}\right)^{\frac{1}{2}} \mathcal{G}_{\Phi, \Phi^{\prime}}(\omega)\left(\mathcal{G}_{\Phi}(\omega)^{\dagger}\right)^{\frac{1}{2}}\right\|_{\mathrm{op}}: \omega \in[0,1)^{d}\right\} . \tag{4.4}
\end{equation*}
$$

The proof of the theorem follows from (4.4) and Proposition 4.1.3.
Next we provide an example of two shift-invariant spaces whose sum is not closed. In order to prove that, we compute the Friedrichs angle between the subspaces.

Example 4.4.6. Let $\varphi_{1} \in L^{2}(\mathbb{R})$ be given by

$$
\widehat{\varphi}_{1}(\omega)= \begin{cases}\cos (2 \pi \omega) & \text { if } 0 \leq \omega<1 \\ \sin (2 \pi \omega) & \text { if } 1 \leq \omega<2 \\ 0 & \text { otherwise }\end{cases}
$$

and $\varphi_{2}, \varphi_{3} \in L^{2}(\mathbb{R})$ satisfying that $\widehat{\varphi_{2}}(\omega)=\chi_{[2,3)}(\omega)$ and $\widehat{\varphi_{3}}(\omega)=\chi_{[3,4)}(\omega)$. Define $U=$ $V\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)$.
Consider now $\varphi_{0}, \varphi_{4} \in L^{2}(\mathbb{R})$, such that $\widehat{\varphi_{0}}(\omega)=\chi_{[0,1)}(\omega)$ and $\widehat{\varphi_{4}}(\omega)=\chi_{\left[\frac{5}{2}, \frac{7}{2}\right)}(\omega)$, set $V=V\left(\varphi_{0}, \varphi_{4}\right)$.
We will prove that $U+V$ is not closed using Theorem 4.4.1.
Let $\left\{e_{k}\right\}_{k \in \mathbb{Z}}$ be the standard basis for $\ell^{2}(\mathbb{Z})$. Then, $\tau \varphi_{1}(\omega)=\cos (2 \pi \omega) e_{0}+\sin (2 \pi \omega) e_{1}$, $\tau \varphi_{2}(\omega)=e_{2}, \tau \varphi_{3}(\omega)=e_{3}, \tau \varphi_{0}(\omega)=e_{0}, \tau \varphi_{4}(\omega)=e_{3} \chi_{\left[0, \frac{1}{2}\right)}(\omega)+e_{2} \chi_{\left[\frac{1}{2}, 1\right)}(\omega)$. So, we have that for a.e. $\omega \in[0,1)$,

$$
J_{U}(\omega) \ominus J_{V}(\omega)=\operatorname{span}\left\{\tau \varphi_{1}(\omega), \tau \varphi_{5}(\omega)\right\} \quad \text { and } \quad J_{V}(\omega) \ominus J_{U}(\omega)=\operatorname{span}\left\{\tau \varphi_{0}(\omega)\right\},
$$

where $\widehat{\varphi}_{5}(\omega)=\chi_{\left[2, \frac{5}{2}\right)}(\omega)+\chi_{\left[\frac{7}{2}, 4\right)}(\omega)$. Thus, by Lemma 4.4.4, it follows that $U \ominus V=$ $V\left(\varphi_{1}, \varphi_{5}\right)$ and $V \ominus U=V\left(\varphi_{0}\right)$.
Let $\Phi:=\left\{\varphi_{1}, \varphi_{5}\right\}$ and $\Phi^{\prime}:=\left\{\varphi_{0}\right\}$, then

$$
\mathcal{G}_{\Phi^{\prime}}(\omega)=1 \quad \mathcal{G}_{\Phi}(\omega)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad \mathcal{G}_{\Phi, \Phi^{\prime}}(\omega)=(\cos (2 \pi \omega), 0) .
$$

Therefore

$$
\begin{aligned}
\mathbf{c}[U, V] & =\operatorname{ess}-\sup \left\{\left\|\left(\mathcal{G}_{\Phi^{\prime}}(\omega)^{\dagger}\right)^{\frac{1}{2}} \mathcal{G}_{\Phi, \Phi^{\prime}}(\omega)\left(\mathcal{G}_{\Phi}(\omega)^{\dagger}\right)^{\frac{1}{2}}\right\|_{\text {op }}: \omega \in[0,1)\right\} \\
& \operatorname{ess}-\sup \{|\cos (2 \pi \omega)|: \omega \in[0,1)\}=1 .
\end{aligned}
$$

Hence, by Theorem 4.4.1, $U+V$ is not closed.

## 5

## Extra invariance of shift-invariant spaces

### 5.1 Introduction

In Chapter 2 we have studied the problem of finding an FSIS $V_{0}$ that best approximates a finite set of functions $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq L^{2}\left(\mathbb{R}^{d}\right)$. Suppose now that we want to approximate a delayed version of the data $\mathcal{F}$. That is, we would like to approximate the set $t_{\alpha} \mathcal{F}=\left\{t_{\alpha} f_{1}, \ldots, t_{\alpha} f_{m}\right\}$ for some $\alpha \in \mathbb{R}^{d}$. If the optimal FSIS $V_{0}$ for $\mathcal{F}$ is invariant under the translation in $\alpha$ (i.e for any $f \in V_{0}, t_{\alpha} f \in V_{0}$ ), then we will prove in the following proposition that $V_{0}$ is also optimal for the data set $t_{\alpha} \mathcal{F}$.
Proposition 5.1.1. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\} \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ and $\alpha \in \mathbb{R}^{d}$. Assume $\mathcal{L}_{k}$ is the class of FSISs of length at most $k$ and $V_{0}$ is an optimal FSIS for $\mathcal{F}$ in the sense that

$$
\mathcal{E}\left(\mathcal{F}, V_{0}\right)=\inf _{V \in \mathcal{L}_{k}} \mathcal{E}(\mathcal{F}, V),
$$

where $\mathcal{E}$ is as in Definition 2.2.1. If $V_{0}$ is invariant under the translation in $\alpha$, then $V_{0}$ is an optimal FSIS for the corrupted data $t_{\alpha} \mathcal{F}$.

Proof. Due to the $\alpha$-invariance of $V_{0}$, we have that

$$
\begin{aligned}
\mathcal{E}\left(\mathcal{F}, V_{0}\right) & =\sum_{i=1}^{m}\left\|f_{i}-P_{V_{0}} f_{i}\right\|^{2}=\sum_{i=1}^{m}\left\|t_{\alpha} f_{i}-t_{\alpha} P_{V_{0}} f_{i}\right\|^{2} \\
& =\sum_{i=1}^{m}\left\|t_{\alpha} f_{i}-P_{V_{0}} t_{\alpha} f_{i}\right\|^{2}=\mathcal{E}\left(t_{\alpha} \mathcal{F}, V_{0}\right)
\end{aligned}
$$

For a given $V \in \mathcal{L}_{k}$, using the preceding and that $\mathcal{E}(\mathcal{F}, V)=\mathcal{E}\left(t_{\alpha} \mathcal{F}, t_{\alpha} V\right)$, we obtain

$$
\begin{aligned}
\mathcal{E}\left(t_{\alpha} \mathcal{F}, V\right) & =\mathcal{E}\left(\mathcal{F}, t_{-\alpha} V\right) \\
& \geq \mathcal{E}\left(\mathcal{F}, V_{0}\right)=\mathcal{E}\left(t_{\alpha} \mathcal{F}, V_{0}\right) .
\end{aligned}
$$

Thus,

$$
\mathcal{E}\left(t_{\alpha} \mathcal{F}, V_{0}\right)=\inf _{V \in \mathcal{L}_{k}} \mathcal{E}\left(t_{\alpha} \mathcal{F}, V\right)
$$

The previous proposition shows that an FSIS which is optimal for $\mathcal{F}$ and has extrainvariance $\alpha \in \mathbb{R}^{d}$, is also optimal for the corrupted data $t_{\alpha} \mathcal{F}$. This fact motivates an important and interesting question regarding SISs which is whether they have the property to be invariant under translations other than integers.
In this chapter we will be interested in characterizing the SISs that are not only invariant under integer translations, but are also invariant under some particular set of translations of $\mathbb{R}^{d}$.

A limit case is when the space is invariant under translations by every $\alpha \in \mathbb{R}^{d}$. In this case the space is called translation invariant. One example of a translation invariant space is the Paley-Wiener space of functions that are bandlimited to $\left[-\frac{1}{2}, \frac{1}{2}\right]$ defined by

$$
P W=\left\{f \in L^{2}(\mathbb{R}): \operatorname{supp}(\widehat{f}) \subseteq\left[-\frac{1}{2}, \frac{1}{2}\right]\right\} .
$$

Recall that $P W$ is a principal shift-invariant space generated by the function $\operatorname{sinc}(t)$. This space is translation invariant since if $f \in P W$ and $\alpha \in \mathbb{R}$, we have that $\operatorname{supp}\left(\widehat{t_{\alpha} f}\right)=$ $\operatorname{supp}\left(e^{-2 \pi i \alpha} \cdot \widehat{f}\right)=\operatorname{supp}(\widehat{f})$, thus $t_{\alpha} f \in P W$ for every $\alpha \in \mathbb{R}$.

In the same way it is easy to prove that for a measurable set $E \subseteq \mathbb{R}^{d}$, the spaces

$$
\begin{equation*}
\left\{f \in L^{2}\left(\mathbb{R}^{d}\right): \operatorname{supp}(\widehat{f}) \subseteq E\right\} \tag{5.1}
\end{equation*}
$$

are translation invariant. As a matter of fact, Wiener's theorem (see [Hel64], [Sri64]) proves that any closed translation invariant subspaces of $L^{2}\left(\mathbb{R}^{d}\right)$ if of the form (5.1).
On the other hand, there exist SISs that are only invariant under integer translates. To see this, consider for example the principal shift-invariant space generated by the indicator function $\chi_{[0,1)}$

$$
V\left(\chi_{[0,1)}\right)=\overline{\operatorname{span}}\left\{t_{k} \chi_{[0,1)}: k \in \mathbb{Z}\right\} .
$$

It is easy to see that this space is only invariant under integer translates.
Let us now define, for a given SIS $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$, the invariance set associated to $V$ as

$$
M:=\left\{x \in \mathbb{R}^{d}: t_{x} f \in V, \quad \forall f \in V\right\} .
$$

So, for the Paley-Wiener space we have that $M=\mathbb{R}$ and for the PSIS $V\left(\chi_{[0,1)}\right)$, it follows that $M=\mathbb{Z}$.
One question that naturally arises is, for a given SIS $V$ of $L^{2}\left(\mathbb{R}^{d}\right)$, how is the structure of the invariance set $M$.

In [ACHKM10] Aldroubi et al. showed that if $V$ is a shift-invariant space, then its invariance set, is a closed additive subgroup of $\mathbb{R}$ containing $\mathbb{Z}$. As a consequence, since every additive subgroup of $\mathbb{R}$ is either discrete or dense, there are only two possibilities left for the extra invariance. That is, either $V$ is invariant under translations by the group $(1 / n) \mathbb{Z}$, for some positive integer $n$ (and not invariant under any bigger subgroup) or it is translation invariant. They found different characterizations in terms of the Fourier transform, of when a shift invariant space is $(1 / n) \mathbb{Z}$-invariant.

The problem that we solve in this chapter is if the characterizations of extra invariance that hold on the line are still valid in several variables. As in the one-dimensional case we will prove that the invariance set $M$ associated to a SIS of $L^{2}\left(\mathbb{R}^{d}\right)$ is a closed subgroup of $\mathbb{R}^{d}$ (see Proposition 5.2.1). The main difference here with the one dimensional case, is that there are subgroups of $\mathbb{R}^{d}$ that are neither discrete nor dense. So, it is no direct that all the characterizations given in [ACHKM10] are still valid in several variables.

We will find necessary and sufficient conditions for a SIS to be invariant under a closed additive subgroup $M \subseteq \mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. In addition our results show the existence of shift-invariant spaces that are exactly $M$-invariant for every closed subgroup $M \subseteq \mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. By 'exactly $M$-invariant' we mean that they are not invariant under any other subgroup containing $M$. We apply our results to obtain estimates on the size of the support of the Fourier transform of the generators of the space.
The chapter is organized in the following way: Section 5.2 studies the structure of the invariance set. We review the structure of closed additive subgroups of $\mathbb{R}^{d}$ in Section 5.3. In Section 5.4 we extend some results, known for shift-invariant spaces in $\mathbb{R}^{d}$, to $M$-invariant spaces when $M$ is a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. The necessary and sufficient conditions for the $M$-invariance of shift-invariant spaces are stated and proved in Section 5.5. Finally, Section 5.6 contains some applications of our results.

### 5.2 The structure of the invariance set

For a shift-invariant space $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$, we define the invariance set as

$$
\begin{equation*}
M:=\left\{x \in \mathbb{R}^{d}: t_{x} f \in V, \forall f \in V\right\} . \tag{5.2}
\end{equation*}
$$

If $\Phi$ is a set of generators for $V$, it is easy to check that

$$
M=\left\{x \in \mathbb{R}^{d}: t_{x} \varphi \in V, \quad \forall \varphi \in \Phi\right\} .
$$

Our aim in this section is to study the structure of the set $M$.
Proposition 5.2.1. Let $V$ be a SIS of $L^{2}\left(\mathbb{R}^{d}\right)$ and let $M$ be defined as in (5.2). Then $M$ is an additive closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$.

For the proof of this proposition we will need the following lemma. Recall that an additive semigroup is a non-empty set with an associative additive operation.

Lemma 5.2.2. Let $H$ be a closed semigroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$, then $H$ is a group.
Proof. Let $\pi$ be the quotient map from $\mathbb{R}^{d}$ onto $\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}$. Since $H$ is a semigroup containing $\mathbb{Z}^{d}$, we have that $H+\mathbb{Z}^{d}=H$, thus

$$
\pi^{-1}(\pi(H))=\bigcup_{h \in H} h+\mathbb{Z}^{d}=H+\mathbb{Z}^{d}=H .
$$

This shows that $\pi(H)$ is closed in $\mathbb{T}^{d}$ and therefore compact.
By [HR63, Theorem 9.16], we have that a compact semigroup of $\mathbb{T}^{d}$ is necessarily a group, thus $\pi(H)$ is a group and consequently $H$ is a group.

Proof of Proposition 5.2.1. Since $V$ is a SIS, $\mathbb{Z}^{d} \subseteq M$.
We now show that $M$ is closed. Let $x_{0} \in \mathbb{R}^{d}$ and $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subseteq M$, such that $\lim _{n \rightarrow \infty} x_{n}=x_{0}$. Then

$$
\lim _{n \rightarrow \infty}\left\|t_{x_{n}} f-t_{x_{0}} f\right\|=0 .
$$

Therefore, $t_{x_{0}} f \in \bar{V}$. But $V$ is closed, so $t_{x_{0}} f \in V$.
It is easy to check that $M$ is a semigroup of $\mathbb{R}^{d}$, hence we conclude from Lemma 5.2.2 that $M$ is a group.

Since the invariance set of a SIS is a closed subgroup of $\mathbb{R}^{d}$, our aim in what follows is to give some characterizations concerning closed subgroups of $\mathbb{R}^{d}$.

### 5.3 Closed subgroups of $\mathbb{R}^{d}$

Throughout this section we describe the additive closed subgroups of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. We first study closed subgroups of $\mathbb{R}^{d}$ in general.

When two groups $G_{1}$ and $G_{2}$ are isomorphic we will write $G_{1} \approx G_{2}$. Here and subsequently all the vector subspaces will be real.

### 5.3.1 General case

We will state in this section, some basic definitions and properties of closed subgroups of $\mathbb{R}^{d}$, for a detailed treatment and proofs we refer the reader to [Bou74].

Definition 5.3.1. Given $M$ a subgroup of $\mathbb{R}^{d}$, the range of $M$, denoted by $\mathbf{r}(M)$, is the dimension of the subspace generated by $M$ as a real vector space.

It is known that every closed subgroup of $\mathbb{R}^{d}$ is either discrete or contains a subspace of at least dimension one (see [Bou74, Proposition 3]).

Definition 5.3.2. Given $M$ a closed subgroup of $\mathbb{R}^{d}$, there exists a subspace $V$ whose dimension is the largest of the dimensions of all the subspaces contained in $M$. We will denote by $\mathbf{d}(M)$ the dimension of $V$. Note that $\mathbf{d}(M)$ can be zero and $0 \leq \mathbf{d}(M) \leq \mathbf{r}(M) \leq$ $d$.

The next theorem establishes that every closed subgroup of $\mathbb{R}^{d}$ is the direct sum of a subspace and a discrete group.

Theorem 5.3.3. Let $M$ be a closed subgroup of $\mathbb{R}^{d}$ such that $\mathbf{r}(M)=r$ and $\mathbf{d}(M)=p$. Let $V$ be the subspace contained in $M$ as in Definition 5.3.2. There exists a basis $\left\{u_{1}, \ldots, u_{d}\right\}$ for $\mathbb{R}^{d}$ such that $\left\{u_{1}, \ldots, u_{r}\right\} \subseteq M$ and $\left\{u_{1}, \ldots, u_{p}\right\}$ is a basis for $V$. Furthermore,

$$
M=\left\{\sum_{i=1}^{p} t_{i} u_{i}+\sum_{j=p+1}^{r} n_{j} u_{j}: t_{i} \in \mathbb{R}, n_{j} \in \mathbb{Z}\right\} .
$$

Corollary 5.3.4. If $M$ is a closed subgroup of $\mathbb{R}^{d}$ such that $\mathbf{r}(M)=r$ and $\mathbf{d}(M)=p$, then

$$
M \approx \mathbb{R}^{p} \times \mathbb{Z}^{r-p}
$$

### 5.3.2 Closed subgroups of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$

We are interested in closed subgroups of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. For their understanding, the notion of dual group is important.

Definition 5.3.5. Let $M$ be a subgroup of $\mathbb{R}^{d}$. Consider the set

$$
M^{*}:=\left\{x \in \mathbb{R}^{d}:\langle x, m\rangle \in \mathbb{Z} \quad \forall m \in M\right\} .
$$

Then $M^{*}$ is a subgroup of $\mathbb{R}^{d}$ called the dual group of $M$. In particular, $\left(\mathbb{Z}^{d}\right)^{*}=\mathbb{Z}^{d}$.
Now we will list some properties of the dual group.
Proposition 5.3.6. Let $M, N$ be subgroups of $\mathbb{R}^{d}$.
i) $M^{*}$ is a closed subgroup of $\mathbb{R}^{d}$.
ii) If $N \subseteq M$, then $M^{*} \subseteq N^{*}$.
iii) If $M$ is closed, then $\mathbf{r}\left(M^{*}\right)=d-\mathbf{d}(M)$ and $\mathbf{d}\left(M^{*}\right)=d-\mathbf{r}(M)$.
iv) $\left(M^{*}\right)^{*}=\bar{M}$.

Let $H$ be a subgroup of $\mathbb{Z}^{d}$ with $\mathbf{r}(H)=q$, we will say that a set $\left\{v_{1}, \ldots, v_{q}\right\} \subseteq H$ is a basis for $H$ if for every $x \in H$ there exist unique $k_{1}, \ldots, k_{q} \in \mathbb{Z}$ such that

$$
x=\sum_{i=1}^{q} k_{i} v_{i} .
$$

Note that $\left\{v_{1}, \ldots, v_{d}\right\} \subseteq \mathbb{Z}^{d}$ is a basis for $\mathbb{Z}^{d}$ if and only if the determinant of the matrix $A$ which has $\left\{v_{1}, \ldots, v_{d}\right\}$ as columns is 1 or -1 .

Given $B=\left\{v_{1}, \ldots, v_{d}\right\}$ a basis for $\mathbb{Z}^{d}$, we will call $\widetilde{B}=\left\{w_{1}, \ldots, w_{d}\right\}$ a dual basis for $B$ if $\left\langle v_{i}, w_{j}\right\rangle=\delta_{i, j}$ for all $1 \leq i, j \leq d$.

If we denote by $\widetilde{A}$ the matrix with columns $\left\{w_{1}, \ldots, w_{d}\right\}$, the relation between $B$ and $\widetilde{B}$ can be expressed in terms of matrices as $\widetilde{A}=\left(A^{*}\right)^{-1}$, where $A^{*}$ is the transpose of $A$.

The closed subgroups $M$ of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$, can be described with the help of the dual relations. Since $\mathbb{Z}^{d} \subseteq M$, we have that $M^{*} \subseteq \mathbb{Z}^{d}$. So, we need first the characterization of the subgroups of $\mathbb{Z}^{d}$. This is stated in the following theorem which is proved in [Bou81].

Theorem 5.3.7. Let $H$ be a subgroup of $\mathbb{Z}^{d}$ with $\mathbf{r}(H)=q$, then there exist a basis $\left\{w_{1}, \ldots, w_{d}\right\}$ for $\mathbb{Z}^{d}$ and unique integers $a_{1}, \ldots, a_{q}$ satisfying $a_{i+1} \equiv 0$ (mod. $a_{i}$ ) for all $1 \leq i \leq q-1$, such that $\left\{a_{1} w_{1}, \ldots, a_{q} w_{q}\right\}$ is a basis for $H$. The integers $a_{1}, \ldots, a_{q}$ are called invariant factors.

Remark 5.3.8. Under the assumptions of the above theorem we obtain

$$
\mathbb{Z}^{d} / H \approx \mathbb{Z}_{a_{1}} \times \ldots \times \mathbb{Z}_{a_{q}} \times \mathbb{Z}^{d-q}
$$

We are now able to characterize the closed subgroups of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. The proof of the following theorem can be found in [Bou74], but we include it here for the sake of completeness.

Theorem 5.3.9. Let $M \subseteq \mathbb{R}^{d}$. The following conditions are equivalent:
i) $M$ is a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$ and $\mathbf{d}(M)=d-q$.
ii) There exist a basis $\left\{v_{1}, \ldots, v_{d}\right\}$ for $\mathbb{Z}^{d}$ and integers $a_{1}, \ldots, a_{q}$ satisfying $a_{i+1} \equiv$ $0\left(\bmod . a_{i}\right)$ for all $1 \leq i \leq q-1$, such that

$$
M=\left\{\sum_{i=1}^{q} k_{i} \frac{1}{a_{i}} v_{i}+\sum_{j=q+1}^{d} t_{j} v_{j}: k_{i} \in \mathbb{Z}, t_{j} \in \mathbb{R}\right\} .
$$

Furthermore, the integers $q$ and $a_{1}, \ldots, a_{q}$ are uniquely determined by $M$.
Proof. Suppose i) is true. Since $\mathbb{Z}^{d} \subseteq M$ and $\mathbf{d}(M)=d-q$, we have that $M^{*} \subseteq \mathbb{Z}^{d}$ and $\mathbf{r}\left(M^{*}\right)=q$. By Theorem 5.3.7, there exist invariant factors $a_{1}, \ldots, a_{q}$ and $\left\{w_{1}, \ldots, w_{d}\right\}$ a basis for $\mathbb{Z}^{d}$ such that $\left\{a_{1} w_{1}, \ldots, a_{q} w_{q}\right\}$ is a basis for $M^{*}$.
Let $\left\{v_{1}, \ldots, v_{d}\right\}$ be the dual basis for $\left\{w_{1}, \ldots, w_{d}\right\}$.
Since $M$ is closed, it follows from item iv) of Proposition 5.3.6 that $M=\left(M^{*}\right)^{*}$. So, $m \in M$ if and only if

$$
\begin{equation*}
\left\langle m, a_{j} w_{j}\right\rangle \in \mathbb{Z} \quad \forall 1 \leq j \leq q . \tag{5.3}
\end{equation*}
$$

As $\left\{v_{1}, \ldots, v_{d}\right\}$ is a basis, given $u \in \mathbb{R}^{d}$, there exist $u_{i} \in \mathbb{R}$ such that $u=\sum_{i=1}^{d} u_{i} v_{i}$. Thus, by (5.3), $u \in M$ if and only if $u_{i} a_{i} \in \mathbb{Z}$ for all $1 \leq i \leq q$.

We finally obtain that $u \in M$ if and only if there exist $k_{i} \in \mathbb{Z}$ and $u_{j} \in \mathbb{R}$ such that

$$
u=\sum_{i=1}^{q} k_{i} \frac{1}{a_{i}} v_{i}+\sum_{j=q+1}^{d} u_{j} v_{j}
$$

The proof of the other implication is straightforward.
The integers $q$ and $a_{1}, \ldots, a_{q}$ are uniquely determined by $M$ since $q=d-\mathbf{d}(M)$ and $a_{1}, \ldots, a_{q}$ are the invariant factors of $M^{*}$.

As a consequence of the proof given above we obtain the following corollary.
Corollary 5.3.10. Let $\mathbb{Z}^{d} \subseteq M \subseteq \mathbb{R}^{d}$ be a closed subgroup with $\mathbf{d}(M)=d-q$. If $\left\{v_{1}, \ldots, v_{d}\right\}$ and $a_{1}, \ldots, a_{q}$ are as in Theorem 5.3.9, then

$$
M^{*}=\left\{\sum_{i=1}^{q} n_{i} a_{i} w_{i}: n_{i} \in \mathbb{Z}\right\}
$$

where $\left\{w_{1}, \ldots, w_{d}\right\}$ is the dual basis of $\left\{v_{1}, \ldots, v_{d}\right\}$.
Example 5.3.11. Assume that $d=3$. If $M=\frac{1}{2} \mathbb{Z} \times \frac{1}{3} \mathbb{Z} \times \mathbb{R}$, then $v_{1}=(1,1,0), v_{2}=(3,2,0)$ and $v_{3}=(0,0,1)$ verify the conditions of Theorem 5.3.9 with the invariant factors $a_{1}=1$ and $a_{2}=6$. On the other hand $v_{1}^{\prime}=(1,1,0), v_{2}^{\prime}=(3,2,1)$ and $v_{3}^{\prime}=(0,0,1)$ verify the same conditions. This shows that the basis in Theorem 5.3.9 is not unique.

Remark 5.3.12. If $\left\{v_{1}, \ldots, v_{d}\right\}$ and $a_{1}, \ldots, a_{q}$ are as in Theorem 5.3.9, let us define the linear transformation $T$ as

$$
T: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, \quad T\left(e_{i}\right)=v_{i} \quad \forall 1 \leq i \leq d .
$$

Then $T$ is an invertible transformation that satisfies

$$
M=T\left(\frac{1}{a_{1}} \mathbb{Z} \times \cdots \times \frac{1}{a_{q}} \mathbb{Z} \times \mathbb{R}^{d-q}\right) .
$$

If $\left\{w_{1}, \ldots, w_{d}\right\}$ is the dual basis for $\left\{v_{1}, \ldots, v_{d}\right\}$, the inverse of the adjoint of $T$ is defined by

$$
\left(T^{*}\right)^{-1}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, \quad\left(T^{*}\right)^{-1}\left(e_{i}\right)=w_{i} \quad \forall 1 \leq i \leq d
$$

By Corollary 5.3.10, it is true that

$$
M^{*}=\left(T^{*}\right)^{-1}\left(a_{1} \mathbb{Z} \times \cdots \times a_{q} \mathbb{Z} \times\{0\}^{d-q}\right)
$$

### 5.4 The structure of principal M-invariant spaces

Throughout this section $M$ will be a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$ and $M^{*}$ its dual group defined as in the previous section.
Here and subsequently for $\alpha \in \mathbb{R}^{d}$, we will write the exponential function $e^{-2 \pi i\langle\omega, \alpha\rangle}$ as $e_{\alpha}(\omega)$.
For a set of functions $\Phi \subseteq L^{2}\left(\mathbb{R}^{d}\right)$, we write $\widehat{\Phi}=\{\widehat{f}: f \in \Phi\}$.
Definition 5.4.1. We will say that a closed subspace $V$ of $L^{2}\left(\mathbb{R}^{d}\right)$ is $M$-invariant if $t_{m} f \in V$ for all $m \in M$ and $f \in V$.

Given $\Phi \subseteq L^{2}\left(\mathbb{R}^{d}\right)$, the $M$-invariant space generated by $\Phi$ is

$$
V_{M}(\Phi)=\overline{\operatorname{span}}\left(\left\{t_{m} \varphi: m \in M, \varphi \in \Phi\right\}\right) .
$$

If $\Phi=\{\varphi\}$ we write $V_{M}(\varphi)$ and we say that $V_{M}(\varphi)$ is a principal $M$-invariant space. For simplicity of notation, when $M=\mathbb{Z}^{d}$, we write $V(\varphi)$ instead of $V_{\mathbb{Z}^{d}}(\varphi)$.

Principal SISs have been completely characterized by [dBDR94] (see also [dBDVR94],[RS95]) as follows.

Theorem 5.4.2. Let $f \in L^{2}\left(\mathbb{R}^{d}\right)$ be given. If $g \in V(f)$, then there exists a $\mathbb{Z}^{d}$-periodic function $\eta$ such that $\widehat{g}=\eta \widehat{f}$.

Conversely, if $\eta$ is a $\mathbb{Z}^{d}$-periodic function such that $\eta \widehat{f} \in L^{2}\left(\mathbb{R}^{d}\right)$, then the function $g$ defined by $\widehat{g}=\eta \widehat{f}$ belongs to $V(f)$.

The aim of this section is to generalize the previous theorem to the $M$-invariant case. In case that $M$ is discrete, Theorem 5.4.2 follows easily by rescaling. The difficulty arises when $M$ is not discrete.

Theorem 5.4.3. Let $f \in L^{2}\left(\mathbb{R}^{d}\right)$ and $M$ a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. If $g \in$ $V_{M}(f)$, then there exists an $M^{*}$-periodic function $\eta$ such that $\widehat{g}=\eta \widehat{f}$.

Conversely, if $\eta$ is an $M^{*}$-periodic function such that $\eta \widehat{f} \in L^{2}\left(\mathbb{R}^{d}\right)$, then the function $g$ defined by $\widehat{g}=\eta \widehat{f}$ belongs to $V_{M}(f)$.

Theorem 5.4.3 was proved in [dBDR94] for the lattice case. We adapt their arguments to this more general case.

We will first need some definitions and properties.
By Remark 5.3.12, there exists a linear transformation $T: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ such that $M=$ $T\left(\frac{1}{a_{1}} \mathbb{Z} \times \cdots \times \frac{1}{a_{q}} \mathbb{Z} \times \mathbb{R}^{d-q}\right)$ and $M^{*}=\left(T^{*}\right)^{-1}\left(a_{1} \mathbb{Z} \times \cdots \times a_{q} \mathbb{Z} \times\{0\}^{d-q}\right)$, where $q=d-\mathbf{d}(M)$.

We will denote by $\mathcal{D}$ the section of the quotient $\mathbb{R}^{d} / M^{*}$ defined as

$$
\begin{equation*}
\mathcal{D}=\left(T^{*}\right)^{-1}\left(\left[0, a_{1}\right) \times \cdots \times\left[0, a_{q}\right) \times \mathbb{R}^{d-q}\right) \tag{5.4}
\end{equation*}
$$

Therefore, $\left\{\mathcal{D}+m^{*}\right\}_{m^{*} \in M^{*}}$ forms a partition of $\mathbb{R}^{d}$.
Given $f, g \in L^{2}\left(\mathbb{R}^{d}\right)$ we define

$$
[f, g](\omega):=\sum_{m^{*} \in M^{*}} f\left(\omega+m^{*}\right) \overline{g\left(\omega+m^{*}\right)},
$$

where $\omega \in \mathcal{D}$. Note that, as $f, g \in L^{2}\left(\mathbb{R}^{d}\right)$ we have that $[f, g] \in L^{1}(\mathcal{D})$, since

$$
\begin{align*}
\int_{\mathbb{R}^{d}} f(\omega) \overline{g(\omega)} d \omega & =\sum_{m^{*} \in M^{*}} \int_{\mathcal{D}+m^{*}} f(\omega) \overline{g(\omega)} d \omega \\
& =\sum_{m^{*} \in M^{*}} \int_{\mathcal{D}} f\left(\omega+m^{*}\right) \overline{g\left(\omega+m^{*}\right)} d \omega \\
& =\int_{\mathcal{D}}[f, g](\omega) d \omega \tag{5.5}
\end{align*}
$$

From this, it follows that if $f \in L^{2}\left(\mathbb{R}^{d}\right)$, then $\left\{f\left(\omega+m^{*}\right)\right\}_{m^{*} \in M^{*}} \in \ell^{2}\left(M^{*}\right)$ a.e. $\omega \in \mathcal{D}$.
The Cauchy-Schwarz inequality in $\ell^{2}\left(M^{*}\right)$, gives the following a.e. pointwise estimate

$$
\begin{equation*}
|[f, g]|^{2} \leq[f, f][g, g] \tag{5.6}
\end{equation*}
$$

for every $f, g \in L^{2}\left(\mathbb{R}^{d}\right)$.
Given an $M^{*}$-periodic function $\eta$ and $f, g \in L^{2}\left(\mathbb{R}^{d}\right)$ such that $\eta f \in L^{2}\left(\mathbb{R}^{d}\right)$, it is easy to check that

$$
\begin{equation*}
[\eta f, g]=\eta[f, g] \tag{5.7}
\end{equation*}
$$

The following lemma is an extension to general subgroups of $\mathbb{R}^{d}$ of a result which holds for the discrete case.

Lemma 5.4.4. Let $f \in L^{2}\left(\mathbb{R}^{d}\right)$, $M$ a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$ and $\mathcal{D}$ defined as in (5.4). Then,

$$
V_{M}(f)^{\perp}=\left\{g \in L^{2}\left(\mathbb{R}^{d}\right):[\widehat{f}, \widehat{g}](\omega)=0 \text { a.e. } \omega \in \mathcal{D}\right\}
$$

Proof. Since the span of the set $\left\{t_{m} f: m \in M\right\}$ is dense in $V_{M}(f)$, we have that $g \in$ $V_{M}(f)^{\perp}$ if and only if $\left\langle\widehat{g}, e_{m} \widehat{f}\right\rangle=0$ for all $m \in M$. As $e_{m}$ is $M^{*}$-periodic, using (5.5) and (5.7), we obtain that $g \in V_{M}(f)^{\perp}$ if and only if

$$
\begin{equation*}
\int_{\mathcal{D}} e_{m}(\omega)[\widehat{f}, \widehat{g}](\omega) d \omega=0 \tag{5.8}
\end{equation*}
$$

for all $m \in M$.
At this point, what is left to show is that if (5.8) holds then $[\widehat{f}, \widehat{g}](\omega)=0$ a.e. $\omega \in \mathcal{D}$. For this, taking into account that $[\widehat{f}, \widehat{g}] \in L^{1}(\mathcal{D})$, it is enough to prove that if $h \in L^{1}(\mathcal{D})$ and $\int_{\mathcal{D}} h e_{m}=0$ for all $m \in M$ then $h=0$ a.e $\omega \in \mathcal{D}$.

We will prove the preceding property for the case $M=\mathbb{Z}^{q} \times \mathbb{R}^{d-q}$. The general case will follow from a change of variables using the description of $M$ and $\mathcal{D}$ given in Remark 5.3.12 and (5.4).

Suppose now $M=\mathbb{Z}^{q} \times \mathbb{R}^{d-q}$, then $\mathcal{D}=[0,1)^{q} \times \mathbb{R}^{n-q}$. Take $h \in L^{1}(\mathcal{D})$, such that

$$
\begin{equation*}
\iint_{[0,1)^{q} \times \mathbb{R}^{n-q}} h(x, y) e^{-2 \pi i(k x+t y)} d x d y=0 \quad \forall k \in \mathbb{Z}^{q}, t \in \mathbb{R}^{d-q} . \tag{5.9}
\end{equation*}
$$

Given $k \in \mathbb{Z}^{q}$, define $\alpha_{k}(y):=\int_{[0,1)^{q}} h(x, y) e^{-2 \pi i k x} d x$ for a.e. $y \in \mathbb{R}^{d-q}$. It follows from (5.9) that

$$
\begin{equation*}
\int_{\mathbb{R}^{d-q}} \alpha_{k}(y) e^{-2 \pi i t y} d y=0 \quad \forall t \in \mathbb{R}^{d-q} . \tag{5.10}
\end{equation*}
$$

Since $h \in L^{1}(\mathcal{D})$, by Fubini's Theorem, $\alpha_{k} \in L^{1}\left([0,1)^{q}\right)$. Thus, using (5.10), $\alpha_{k}(y)=0$ a.e. $y \in \mathbb{R}^{d-q}$. That is

$$
\begin{equation*}
\int_{[0,1)^{q}} h(x, y) e^{-2 \pi i k x} d x=0 \tag{5.11}
\end{equation*}
$$

for a.e. $y \in \mathbb{R}^{d-q}$. Define now $\beta_{y}(x):=h(x, y)$. By (5.11), for a.e. $y \in \mathbb{R}^{d-q}$ we have that $\beta_{y}(x)=0$ for a.e. $x \in[0,1)^{q}$. Therefore, $h(x, y)=0$ a.e. $(x, y) \in[0,1)^{q} \times \mathbb{R}^{d-q}$ and this completes the proof.

Now we will give a formula for the orthogonal projection onto $V_{M}(f)$.
Lemma 5.4.5. Let $P$ be the orthogonal projection onto $V_{M}(f)$. Then, for each $g \in L^{2}\left(\mathbb{R}^{d}\right)$, we have $\widehat{P g}=\eta_{g} \widehat{f}$, where $\eta_{g}$ is the $M^{*}$-periodic function defined by

$$
\eta_{g}:= \begin{cases}{[\widehat{g}, \widehat{f}] /[\widehat{f}, \widehat{f}]} & \text { on } E_{f}+M^{*} \\ 0 & \text { otherwise }\end{cases}
$$

and $E_{f}$ is the set $\{\omega \in \mathcal{D}:[\widehat{f}, \widehat{f}](\omega) \neq 0\}$.
Proof. Let $\widehat{P}$ be the orthogonal projection onto $\widehat{V_{M}(f)}$. Since $\widehat{P g}=\widehat{P g}$, it is enough to show that $\widehat{P} \widehat{g}=\eta_{g} \widehat{f}$.
We first want to prove that $\eta_{g} \widehat{f} \in L^{2}\left(\mathbb{R}^{d}\right)$. Combining (5.5), (5.6) and (5.7)

$$
\int_{\mathbb{R}^{d}}\left|\eta_{g} \widehat{f}\right|^{2}=\int_{\mathcal{D}}\left|\eta_{g}\right|^{2}[\widehat{f}, \widehat{f}] \leq \int_{\mathcal{D}}[\widehat{g}, \widehat{g}]=\|g\|_{L^{2}}^{2},
$$

and so, $\eta_{g} \widehat{f} \in L^{2}\left(\mathbb{R}^{d}\right)$. Define the linear map

$$
Q: L^{2}\left(\mathbb{R}^{d}\right) \longrightarrow L^{2}\left(\mathbb{R}^{d}\right), \quad Q \widehat{g}=\eta_{g} \widehat{f}
$$

which is well defined and has norm not greater than one. We will prove that $Q=\widehat{P}$.
Take $\widehat{g} \in \widehat{V_{M}(f)^{\perp}}=\left(V_{M}(f)^{\perp}\right)^{\wedge}$. Then Lemma 5.4.4 gives that $\eta_{g}=0$, hence $Q \widehat{g}=0$. Therefore, $Q=\widehat{P}$ on $\widehat{V_{M}(f)}{ }^{\perp}$.

On the other hand, on $E_{f}+M^{*}$,

$$
\eta_{\left(t_{m} f\right)}=\left[e_{m} \widehat{f}, \widehat{f}\right] /[\widehat{f}, \widehat{f}]=e_{m} \quad \forall m \in M
$$

Since $\widehat{f}=0$ outside of $E_{f}+M^{*}$, we have that $Q\left(\widehat{t_{m} f}\right)=e_{m} \widehat{f}$. As $Q$ is linear and bounded, and the set $\operatorname{span}\left\{t_{m} f: m \in M\right\}$ is dense in $V_{M}(f), Q=\widehat{P}$ on $\widehat{V_{M}(f)}$.

Proof of Theorem 5.4.3. Suppose that $g \in V_{M}(f)$, then $P g=g$, where $P$ is the orthogonal projection onto $V_{M}(f)$. Hence, by Lemma 5.4.5, $\widehat{g}=\eta_{g} \widehat{f}$.

Conversely, if $\eta \widehat{f} \in L^{2}\left(\mathbb{R}^{d}\right)$ and $\eta$ is an $M^{*}$-periodic function, then $g$, the inverse transform of $\eta \widehat{f}$ is also in $L^{2}\left(\mathbb{R}^{d}\right)$ and satisfies, by (5.7), that $\eta_{g}=[\eta \widehat{f}, \widehat{f}] /[\widehat{f}, \widehat{f}]=\eta$ on $E_{f}+M^{*}$.

On the other hand, since $\operatorname{supp}(\widehat{f}) \subseteq E_{f}+M^{*}$, we have that $\eta_{g} \widehat{f}=\eta \widehat{f}$.
So, $\widehat{P g}=\eta_{g} \widehat{f}=\eta \widehat{f}=\widehat{g}$. Consequently, $P g=g$, and hence $g \in V_{M}(f)$.

### 5.5 Characterization of the extra invariance

Given $M$ a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$, our goal is to characterize when a SIS V is an $M$-invariant space. For this, we will construct a partition $\left\{B_{\sigma}\right\}_{\sigma \in \mathcal{N}}$ of $\mathbb{R}^{d}$, where each $B_{\sigma}$ will be an $M^{*}$-periodic.

Let $\Omega$ be a measurable section of the quotient $\mathbb{R}^{d} / \mathbb{Z}^{d}$. Then $\Omega$ tiles $\mathbb{R}^{d}$ by $\mathbb{Z}^{d}$ translations, that is

$$
\begin{equation*}
\mathbb{R}^{d}=\bigcup_{k \in \mathbb{Z}^{d}} \Omega+k \tag{5.12}
\end{equation*}
$$

Now, for each $k \in \mathbb{Z}^{d}$, consider $(\Omega+k)+M^{*}$. Although these sets are $M^{*}$-periodic, they are not a partition of $\mathbb{R}^{d}$. So, we need to choose a subset $\mathcal{N}$ of $\mathbb{Z}^{d}$ such that if $\sigma, \sigma^{\prime} \in \mathcal{N}$ and $\sigma+M^{*}=\sigma^{\prime}+M^{*}$, then $\sigma=\sigma^{\prime}$. Thus $\mathcal{N}$ should be a section of the quotient $\mathbb{Z}^{d} / M^{*}$.

Given $\sigma \in \mathcal{N}$ we define

$$
\begin{equation*}
B_{\sigma}=\Omega+\sigma+M^{*}=\bigcup_{m^{*} \in M^{*}}(\Omega+\sigma)+m^{*} \tag{5.13}
\end{equation*}
$$

Note that, in the notation of Subsection 5.3.2, we can choose the sets $\Omega$ and $\mathcal{N}$ as:

$$
\begin{equation*}
\Omega=\left(T^{*}\right)^{-1}\left([0,1)^{d}\right), \tag{5.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{N}=\left(T^{*}\right)^{-1}\left(\left\{0, \ldots, a_{1}-1\right\} \times \ldots \times\left\{0, \ldots, a_{q}-1\right\} \times \mathbb{Z}^{d-q}\right) \tag{5.15}
\end{equation*}
$$

where $T$ is as in Remark 5.3.12 and $a_{1}, \ldots, a_{q}$ are the invariant factors of $M$.
Below we give three basic examples of the construction of the partition $\left\{B_{\sigma}\right\}_{\sigma \in \mathcal{N}}$.

## Example 5.5.1.

(1) Let $M=\frac{1}{n} \mathbb{Z} \subseteq \mathbb{R}$, then $M^{*}=n \mathbb{Z}$. We choose $\Omega=[0,1)$ and $\mathcal{N}=\{0, \ldots, n-1\}$. Given $\sigma \in\{0, \ldots, n-1\}$, we have

$$
B_{\sigma}=\bigcup_{m^{*} \in n \mathbb{Z}}([0,1)+\sigma)+m^{*}=\bigcup_{j \in \mathbb{Z}}[\sigma, \sigma+1)+n j .
$$

Figure 5.1 illustrates the partition for $n=4$. In the picture, the black dots represent the set $\mathcal{N}$. The set $B_{2}$ is the one which appears in gray.


Figure 5.1: Partition of the real line for $M=\frac{1}{4} \mathbb{Z}$.
(2) Let $M=\frac{1}{2} \mathbb{Z} \times \mathbb{R}$, then $M^{*}=2 \mathbb{Z} \times\{0\}$. We choose $\Omega=[0,1)^{2}$, and $\mathcal{N}=\{0,1\} \times \mathbb{Z}$.

So, the sets $B_{(i, j)}$ are

$$
B_{(i, j)}=\bigcup_{k \in \mathbb{Z}}\left([0,1)^{2}+(i, j)\right)+(2 k, 0)
$$

where $(i, j) \in \mathcal{N}$. See Figure 5.2 , where the sets $B_{(0,0)}, B_{(1,1)}$ and $B_{(1,-1)}$ are represented by the squares painted in light gray, gray and dark gray respectively. As in the previous figure, the set $\mathcal{N}$ is represented by the black dots.


Figure 5.2: Partition of the plane for $M=\frac{1}{2} \mathbb{Z} \times \mathbb{R}$.
(3) Let $M=\left\{k \frac{1}{3} v_{1}+t v_{2}: k \in \mathbb{Z}\right.$ and $\left.t \in \mathbb{R}\right\}$, where $v_{1}=(1,0)$ and $v_{2}=(-1,1)$. Then, $\left\{v_{1}, v_{2}\right\}$ satisfy conditions in Theorem 5.3.9. By Corollary 5.3.10, $M^{*}=\left\{k 3 w_{1}: k \in \mathbb{Z}\right\}$, where $w_{1}=(1,1)$ and $w_{2}=(0,1)$.
The sets $\Omega$ and $\mathcal{N}$ can be chosen in terms of $w_{1}$ and $w_{2}$ as

$$
\Omega=\left\{t w_{1}+s w_{2}: t, s \in[0,1)\right\}
$$

and

$$
\mathcal{N}=\left\{a w_{1}+k w_{2}: a \in\{0,1,2\}, k \in \mathbb{Z}\right\} .
$$

This is illustrated in Figure 5.3. In this case the sets $B_{(0,0)}, B_{(1,0)}$ and $B_{(1,2)}$ correspond to the light gray, gray and dark gray regions respectively. And again, the black dots represent the set $\mathcal{N}$.


Figure 5.3: Partition for $M=\left\{k \frac{1}{3}(1,0)+t(-1,1): k \in \mathbb{Z}\right.$ and $\left.t \in \mathbb{R}\right\}$.

Once the partition $\left\{B_{\sigma}\right\}_{\sigma \in \mathcal{N}}$ is set, for each $\sigma \in \mathcal{N}$, we define the subspaces

$$
\begin{equation*}
U_{\sigma}=\left\{f \in L^{2}\left(\mathbb{R}^{d}\right): \widehat{f}=\chi_{B_{\sigma}} \widehat{g}, \text { with } g \in V\right\} \tag{5.16}
\end{equation*}
$$

### 5.5.1 Characterization of the extra invariance in terms of subspaces

The main theorem of this section characterizes the $M$-invariance of $V$ in terms of the subspaces $U_{\sigma}$ (see (5.16)).
Theorem 5.5.2. If $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ is a SIS and $M$ is a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$, then the following are equivalent.
i) $V$ is $M$-invariant.
ii) $U_{\sigma} \subseteq V$ for all $\sigma \in \mathcal{N}$.

Moreover, in case any of the above holds, we have that $V$ is the orthogonal direct sum

$$
V=\bigoplus_{\sigma \in \mathcal{N}} U_{\sigma}
$$

Below we state a lemma which will be necessary to prove Theorem 5.5.2.
Lemma 5.5.3. Let $V$ be a SIS and $\sigma \in \mathcal{N}$. Assume that the subspace $U_{\sigma}$ defined in (5.16) satisfies $U_{\sigma} \subseteq V$. Then, $U_{\sigma}$ is a closed subspace which is $M$-invariant and in particular is a SIS.

Proof. Let us first prove that $U_{\sigma}$ is closed. Suppose that $f_{j} \in U_{\sigma}$ and $f_{j} \rightarrow f$ in $L^{2}\left(\mathbb{R}^{d}\right)$. Since $U_{\sigma} \subseteq V$ and $V$ is closed, $f$ must be in $V$. Further,

$$
\left\|\widehat{f_{j}}-\widehat{f}\right\|_{2}^{2}=\left\|\left(\widehat{f_{j}}-\widehat{f}\right) \chi_{B_{\sigma}}\right\|_{2}^{2}+\left\|\left(\widehat{f_{j}}-\widehat{f}\right) \chi_{B_{\sigma}^{c}}\right\|_{2}^{2}=\left\|\widehat{f_{j}}-\widehat{f} \chi_{B_{\sigma}}\right\|_{2}^{2}+\left\|\widehat{f} \chi_{B_{\sigma}^{c}}\right\|_{2}^{2} .
$$

Since the left-hand side converges to zero, we must have that $\widehat{f}_{\chi_{B_{\sigma}^{c}}}=0$ a.e. $\omega \in \mathbb{R}^{d}$, and $\widehat{f}_{j} \rightarrow \widehat{f}_{\chi_{B_{\sigma}}}$ in $L^{2}\left(\mathbb{R}^{d}\right)$. Then, $\widehat{f}=\widehat{f}_{\chi_{B_{\sigma}}}$. Consequently $f \in U_{\sigma}$, so $U_{\sigma}$ is closed.
Now we show that $U_{\sigma}$ is $M$-invariant. Given $m \in M$ and $f \in U_{\sigma}$, we will prove that $e_{m} \widehat{f} \in \widehat{U}_{\sigma}$. Since $f \in U_{\sigma}$, there exists $g \in V$ such that $\widehat{f}=\chi_{B_{\sigma}} \widehat{g}$. Hence,

$$
\begin{equation*}
e_{m} \widehat{f}=e_{m}\left(\chi_{B_{\sigma}} \widehat{g}\right)=\chi_{B_{\sigma}}\left(e_{m} \widehat{g}\right) . \tag{5.17}
\end{equation*}
$$

If we can find a $\mathbb{Z}^{d}$-periodic function $\ell_{m}$ verifying

$$
\begin{equation*}
e_{m}(\omega)=\ell_{m}(\omega) \quad \text { a.e. } \omega \in B_{\sigma}, \tag{5.18}
\end{equation*}
$$

then, we can rewrite (5.17) as

$$
e_{m} \widehat{f}=\chi_{B_{\sigma}}\left(\ell_{m} \widehat{g}\right) .
$$

By Theorem 5.4.2, $\ell_{m} \widehat{g} \in \widehat{V(g)} \subseteq \widehat{V}$ and so, $e_{m} \widehat{f} \in \widehat{U}_{\sigma}$.
Let us now define the function $\ell_{m}$. Note that, since $e_{m}$ is $M^{*}$-periodic,

$$
\begin{equation*}
e_{m}(\omega+\sigma)=e_{m}\left(\omega+\sigma+m^{*}\right) \quad \text { a.e. } \omega \in \Omega, \forall m^{*} \in M^{*} \tag{5.19}
\end{equation*}
$$

For each $k \in \mathbb{Z}^{d}$, set

$$
\begin{equation*}
\ell_{m}(\omega+k)=e_{m}(\omega+\sigma) \quad \text { a.e. } \omega \in \Omega . \tag{5.20}
\end{equation*}
$$

It is clear that $\ell_{m}$ is $\mathbb{Z}^{d}$-periodic and combining (5.19) with (5.20), we obtain (5.18).
Note that, since $\mathbb{Z}^{d} \subseteq M$, the $\mathbb{Z}^{d}$-invariance of $U_{\sigma}$ is a consequence of the $M$-invariance.

Proof of Theorem 5.5.2. i) $\Rightarrow$ ii): Fix $\sigma \in \mathcal{N}$ and $f \in U_{\sigma}$. Then $\widehat{f}=\chi_{B_{\sigma}} \widehat{g}$ for some $g \in V$. Since $\chi_{B_{\sigma}}$ is an $M^{*}$-periodic function, by Theorem 5.4.3, we have that $f \in V_{M}(g) \subseteq V$, as we wanted to prove.
ii) $\Rightarrow$ i): Suppose that $U_{\sigma} \subseteq V$ for all $\sigma \in \mathcal{N}$. Note that Lemma 5.5.3 implies that $U_{\sigma}$ is $M$-invariant, and we also have that the subspaces $U_{\sigma}$ are mutually orthogonal since the sets $B_{\sigma}$ are disjoint.

Take $f \in V$. Then, since $\left\{B_{\sigma}\right\}_{\sigma \in \mathcal{N}}$ is a partition of $\mathbb{R}^{d}$, we can decompose $f$ as $f=\sum_{\sigma \in \mathcal{N}} f^{\sigma}$ where $f^{\sigma}$ is such that $\widehat{f^{\sigma}}=\widehat{f}_{\chi_{B_{\sigma}}}$. This implies that $f \in \bigoplus_{\sigma \in \mathcal{N}} U_{\sigma}$ and consequently, $V$ is the orthogonal direct sum

$$
V=\bigoplus_{\sigma \in \mathcal{N}} U_{\sigma} .
$$

As each $U_{\sigma}$ is $M$-invariant, so is $V$.

### 5.5.2 Characterization of the extra invariance in terms of fibers

The aim of this section is to express the conditions of Theorem 5.5.2 in terms of fibers. We will also give a useful characterization of the $M$-invariance for an FSIS in terms of the Gramian.

If $f \in L^{2}\left(\mathbb{R}^{d}\right)$ and $\sigma \in \mathcal{N}$, let $f^{\sigma}$ denote the function defined by

$$
\widehat{f^{\sigma}}=\widehat{f \chi}_{\mathcal{X}_{\sigma}} .
$$

Let $P_{\sigma}$ be the orthogonal projection onto $S_{\sigma}$, where

$$
\begin{equation*}
S_{\sigma}:=\left\{f \in L^{2}\left(\mathbb{R}^{d}\right): \operatorname{supp}(\widehat{f}) \subseteq B_{\sigma}\right\} \tag{5.21}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
f^{\sigma}=P_{\sigma} f \quad \text { and } \quad U_{\sigma}=P_{\sigma}(V)=\left\{f^{\sigma}: f \in V\right\} . \tag{5.22}
\end{equation*}
$$

Remark 5.5.4. In Lemma 5.5.3 we have proved that the spaces $U_{\sigma}$ are closed if they are included in $V$, but it is important to observe that if this hypothesis is not satisfied, they might not be closed (see Example 5.5.5). More precisely, if $V, W$ are two closed subspaces of a Hilbert space $\mathcal{H}$, then $P_{W}(V)$ is a closed subspace of $\mathcal{H}$ if and only if $V+W^{\perp}$ is closed (see [Deu95]). So, as a consequence of (5.22), in the notation of Chapter $4, U_{\sigma}$ will be a closed subspace if and only if the Friedrichs angle satisfies $\mathbf{c}\left[V, S_{\sigma}^{\perp}\right]<1$.

We include below an example of a SIS $V$ and a group $M$ for which the subspace $U_{\sigma}$ is not closed.

Example 5.5.5. Let $V=V(\varphi)$ where $\varphi=\chi_{\left[-\frac{1}{2}, \frac{1}{2}\right)}$. Consider the discrete group $M=\frac{1}{2} \mathbb{Z}$. If $B_{0}=[0,1)+2 \mathbb{Z}$, we will prove that the subspace $U_{0}=\left\{f \in L^{2}(\mathbb{R}): \widehat{f}=\chi_{B_{0}} \widehat{g}\right.$, with $\left.g \in V\right\}$ is not closed.

Using the remark from above, it is enough to show that $\mathbf{c}\left[V, S_{0}^{\perp}\right]=1$, where $S_{0}^{\perp}=S_{1}=$ $\left\{f \in L^{2}(\mathbb{R}): \operatorname{supp}(\widehat{f}) \subseteq B_{1}\right\}$ and $B_{1}=[0,1)+2 \mathbb{Z}+1$.
From Lemma 4.4.5, we have that $\mathbf{c}\left[V, S_{1}\right]=\operatorname{ess}-\sup \left\{\mathbf{c}\left[J_{V}(\omega), J_{S_{1}}(\omega)\right]: \omega \in[0,1)\right\}$.
Note that $J_{V}(\omega)=\operatorname{span}\{\tau \varphi(\omega)\}$ and $J_{S_{1}}(\omega)=\overline{\operatorname{span}}\left\{e_{2 j+1}\right\}_{j \in \mathbb{Z}}$. So, $J_{V}(\omega) \cap J_{S_{1}}(\omega)=\{0\}$. Therefore,

$$
\mathbf{c}\left[J_{V}(\omega), J_{S_{1}}(\omega)\right]=\sup _{j \in \mathbb{Z}}|\operatorname{sinc}(\omega+2 j+1)| .
$$

Then, we obtain that,

$$
\mathbf{c}\left[V, S_{1}\right]=\operatorname{ess}-\sup \left\{\sup _{j \in \mathbb{Z}}|\operatorname{sinc}(\omega+2 j+1)|: \omega \in[0,1)\right\}=1 .
$$

Thus, $U_{0}$ is not closed.
As we have proved above, the subspaces $U_{\sigma}$ might not be closed, so we will need a generalization of the concepts of fiber space and dimension function of SISs (see Section 1.4.1) to this spaces.

Note that although the domain of a range function from Definition 1.5.2 was $[0,1)^{d}$, it is easy to prove that the same analysis from [Bow00] holds for any measurable section $\Omega$ of the quotient $\mathbb{R}^{d} / \mathbb{Z}^{d}$.

Let $V$ be a SIS and $U_{\sigma}$ be defined as in (5.16). If $\Phi$ a countable subset of $L^{2}\left(\mathbb{R}^{d}\right)$ such that $V=V(\Phi)$, then for $\omega \in \Omega$ we define the subspace $\mathcal{J}_{U_{\sigma}}(\omega)$ as

$$
\begin{equation*}
\mathcal{J}_{U_{\sigma}}(\omega)=\overline{\operatorname{span}\left\{\tau \varphi^{\sigma}(\omega): \varphi \in \Phi\right\} . . ~} \tag{5.23}
\end{equation*}
$$

Note that when $U_{\sigma}$ is closed, it is a SIS, so the subspace $\mathcal{J}_{U_{\sigma}}(\omega)$ is the fiber space $J_{U_{\sigma}}(\omega)$ defined in Proposition 1.5.3.

Remark 5.5.6. The fibers

$$
\tau \varphi^{\sigma}(\omega)=\left\{\chi_{B_{\sigma}}(\omega+k) \widehat{\varphi}(\omega+k)\right\}_{k \in \mathbb{Z}^{d}}
$$

can be described in a simple way as

$$
\chi_{B_{\sigma}}(\omega+k) \widehat{\varphi}(\omega+k)= \begin{cases}\widehat{\varphi}(\omega+k) & \text { if } k \in \sigma+M^{*} \\ 0 & \text { otherwise }\end{cases}
$$

Therefore, if $\sigma \neq \sigma^{\prime}, \mathcal{J}_{U_{\sigma}}(\omega)$ is orthogonal to $\mathcal{J}_{U_{\sigma^{\prime}}}(\omega)$ for a.e. $\omega \in \Omega$.
Theorem 5.5.7. Let $V$ be a SIS generated by a countable set $\Phi \subseteq L^{2}\left(\mathbb{R}^{d}\right)$. The following statements are equivalent.
i) $V$ is $M$-invariant.
ii) $\tau \varphi^{\sigma}(\omega) \in J_{V}(\omega)$ a.e. $\omega \in \Omega$ for all $\varphi \in \Phi$ and $\sigma \in \mathcal{N}$.

Proof. i) $\Rightarrow$ ii): By Theorem 5.5.2, $U_{\sigma} \subseteq V$ for any $\sigma \in \mathcal{N}$. Using this and (5.22), for a given $\varphi \in \Phi$, we have that $\varphi^{\sigma} \in V$, so $\tau \varphi^{\sigma}(\omega) \in J_{V}(\omega)$.
ii) $\Rightarrow$ i): Fix $\sigma \in \mathcal{N}$, we will prove that $U_{\sigma} \subseteq V$. Let $f \in U_{\sigma}$, we will show that $\tau f(\omega) \in J_{V}(\omega)$ for a.e. $\omega \in \Omega$.
For all $\varphi \in \Phi, \tau \varphi^{\sigma}(\omega) \in J_{V}(\omega)$ a.e. $\omega \in \Omega$, so, it follows that $\mathcal{J}_{U_{\sigma}}(\omega) \subseteq J_{V}(\omega)$ a.e. $\omega \in \Omega$. Thus, it is enough to prove that $\tau f(\omega) \in \mathcal{J}_{U_{\sigma}}(\omega)$ for a.e. $\omega \in \Omega$.
Since $f \in U_{\sigma}$, there exists $g \in V$ such that $f=g^{\sigma}$.

The subspace $S_{\sigma}$ defined in (5.21) is a SIS, so by Proposition 1.5.4, we obtain

$$
\begin{equation*}
\tau f(\omega)=\tau g^{\sigma}(\omega)=\tau\left(P_{\sigma} g\right)(\omega)=P_{J_{\sigma}(\omega)}(\tau g(\omega)), \tag{5.24}
\end{equation*}
$$

where $J_{\sigma}(\omega)$ is the fiber space associated to $S_{\sigma}$.
Since $g \in V$, we have that $\tau g(\omega) \in J_{V}(\omega)=\overline{\operatorname{span}}\{\tau \varphi(\omega): \varphi \in \Phi\}$. So,

$$
\tau f(\omega)=P_{J_{\sigma}(\omega)}(\tau g(\omega)) \in P_{J_{\sigma}(\omega)}(\overline{\operatorname{span}}\{\tau \varphi(\omega): \varphi \in \Phi\}) .
$$

The proof follows using that

$$
P_{J_{\sigma}(\omega)}(\overline{\operatorname{span}}\{\tau \varphi(\omega): \varphi \in \Phi\}) \subseteq \overline{\operatorname{span}}\left\{\tau \varphi^{\sigma}(\omega): \varphi \in \Phi\right\}=\mathcal{J}_{U_{\sigma}}(\omega) .
$$

Now we give a slightly simpler characterization of $M$-invariance for the finitely generated case.
For $\omega \in \Omega$ by abuse of notation, we will write $\operatorname{dim}_{U_{\sigma}}(\omega)$ for the dimension of the subspace $\mathcal{J}_{U_{\sigma}}(\omega)$.

Theorem 5.5.8. If $V$ is an $F S I S$ generated by $\Phi$, then the following statements are equivalent.
i) $V$ is $M$-invariant.
ii) For almost every $\omega \in \Omega, \operatorname{dim}_{V}(\omega)=\sum_{\sigma \in \mathcal{N}} \operatorname{dim}_{U_{\sigma}}(\omega)$.
iii) For almost every $\omega \in \Omega, \operatorname{rank}\left[\mathcal{G}_{\Phi}(\omega)\right]=\sum_{\sigma \in \mathcal{N}} \operatorname{rank}\left[\mathcal{G}_{\Phi^{\sigma}}(\omega)\right]$, where $\Phi^{\sigma}=\left\{\varphi^{\sigma}: \varphi \in \Phi\right\}$.

Proof. i) $\Rightarrow$ ii): By Lemma 5.5.3 and Theorem 5.5.2, $U_{\sigma}$ is a SIS for each $\sigma \in \mathcal{N}$ and $V=\dot{\oplus}_{\sigma \in \mathcal{N}} U_{\sigma}$. Then, ii) follows from Proposition 1.5.5.
ii) $\Rightarrow$ i): Given $\varphi \in \Phi$, for $\omega \in \Omega$ we have that

$$
\tau \varphi(\omega)=\sum_{\sigma \in \mathcal{N}} \tau \varphi^{\sigma}(\omega)
$$

Then, $\tau \varphi(\omega) \in \dot{\oplus}_{\sigma \in \mathcal{N}} \mathcal{J}_{U_{\sigma}}(\omega)$ for a.e. $\omega \in \Omega$. Note that the orthogonality of the subspaces $\mathcal{J}_{U_{\sigma}}(\omega)$ is a consequence of Remark 5.5.6.

Since $J_{V}(\omega)=\overline{\operatorname{span}}\{\tau \varphi(\omega): \varphi \in \Phi\}$, it follows that

$$
J_{V}(\omega) \subseteq \underset{\sigma \in \mathcal{N}}{\oplus} \mathcal{J}_{U_{\sigma}}(\omega) .
$$

Using ii), we obtain that $J_{V}(\omega)=\dot{\oplus}_{\sigma \in \mathcal{N}} \mathcal{J}_{U_{\sigma}}(\omega)$. This implies that $\tau \varphi^{\sigma}(\omega) \in J_{V}(\omega)$ for all $\sigma \in \mathcal{N}, \varphi \in \Phi$. The proof follows as a consequence of Theorem 5.5.7.
The equivalence between ii) and iii) follows from Proposition 1.3.5.

### 5.6 Applications of the extra invariance characterizations

In this section we present two applications of the results given before. First, we will estimate the size of the supports of the Fourier transforms of the generators of an FSIS which is also $M$-invariant. Finally, given $M$ a closed subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$, we will construct a shift-invariant space $V$ which is exactly $M$-invariant. That is, $V$ will not be invariant under any other closed subgroup containing $M$.

Theorem 5.6.1. Let $V$ be an FSIS generated by $\left\{\varphi_{1}, \ldots, \varphi_{\ell}\right\}$, and define

$$
E_{j}=\left\{\omega \in \Omega: \operatorname{dim}_{V}(\omega)=j\right\}, \quad j=0, \ldots, \ell .
$$

If $V$ is $M$-invariant and $\mathcal{D}^{\prime}$ is any measurable section of $\mathbb{R}^{d} / M^{*}$, then

$$
\left|\left\{y \in \mathcal{D}^{\prime}: \widehat{\varphi_{h}}(y) \neq 0\right\}\right| \leq \sum_{j=0}^{\ell} j\left|E_{j}\right| \leq \ell,
$$

for each $h=1, \ldots, \ell$.
Proof. The measurability of the sets $E_{j}$ follows from the results of Helson [Hel64], e.g., see [BK06] for an argument of this type.
Fix any $h \in\{0, \ldots, \ell\}$. Note that, as a consequence of Remark 5.5.6, if $J_{U_{\sigma}}(\omega)=\{0\}$, then $\widehat{\varphi_{h}}\left(\omega+\sigma+m^{*}\right)=0$ for all $m^{*} \in M^{*}$.

On the other hand, since $\left\{\Omega+\sigma+m^{*}\right\}_{\sigma \in \mathcal{N}, m^{*} \in M^{*}}$ is a partition of $\mathbb{R}^{d}$, if $\omega \in \Omega$ and $\sigma \in \mathcal{N}$ are fixed, there exists a unique $m_{(\omega, \sigma)}^{*} \in M^{*}$ such that $\omega+\sigma+m_{(\omega, \sigma)}^{*} \in \mathcal{D}^{\prime}$.
So,

$$
\left\{\sigma \in \mathcal{N}: \widehat{\varphi_{h}}\left(\omega+\sigma+m_{(\omega, \sigma)}^{*}\right) \neq 0\right\} \subseteq\left\{\sigma \in \mathcal{N}: \operatorname{dim}_{U_{\sigma}}(\omega) \neq 0\right\} .
$$

Therefore

$$
\begin{aligned}
\#\left\{\sigma \in \mathcal{N}: \widehat{\varphi_{h}}\left(\omega+\sigma+m_{(\omega, \sigma)}^{*}\right) \neq 0\right\} & \leq \#\left\{\sigma \in \mathcal{N}: \operatorname{dim}_{U_{\sigma}}(\omega) \neq 0\right\} \\
& \leq \sum_{\sigma \in \mathcal{N}} \operatorname{dim}_{U_{\sigma}}(\omega) \\
& =\operatorname{dim}_{V}(\omega) .
\end{aligned}
$$

Consequently, by Fubini's Theorem,

$$
\begin{aligned}
\left|\left\{y \in \mathcal{D}^{\prime}: \widehat{\varphi_{h}}(y) \neq 0\right\}\right|= & \sum_{\sigma \in \mathcal{N}}\left|\left\{\omega \in \Omega: \widehat{\varphi_{h}}\left(\omega+\sigma+m_{(\omega, \sigma)}^{*}\right) \neq 0\right\}\right| \\
= & \left|\left\{(\omega, \sigma) \in \Omega \times \mathcal{N}: \widehat{\varphi_{h}}\left(\omega+\sigma+m_{(\omega, \sigma)}^{*}\right) \neq 0\right\}\right| \\
= & \int_{\Omega} \#\left\{\sigma \in \mathcal{N}: \widehat{\varphi_{h}}\left(\omega+\sigma+m_{(\omega, \sigma)}^{*}\right) \neq 0\right\} d w \\
& \leq \int_{\Omega} \operatorname{dim}_{V}(\omega) d w=\sum_{j=0}^{\ell} j\left|E_{j}\right| \leq \ell .
\end{aligned}
$$

When $M$ is not discrete, the previous theorem shows that, despite the fact that $\mathcal{D}^{\prime}$ has infinite measure, the support of $\widehat{\varphi_{h}}$ in $\mathcal{D}^{\prime}$ has finite measure.

On the other hand, if $M$ is discrete, the measure of $\mathcal{D}^{\prime}$ is equal to the measure of the section $\mathcal{D}$ given by (5.4). That is

$$
\left|\mathcal{D}^{\prime}\right|=|\mathcal{D}|=a_{1} \ldots a_{d}
$$

where $a_{1}, \ldots, a_{d}$ are the invariant factors. Thus, if $a_{1} \ldots a_{d}-\ell>0$, it follows that

$$
\begin{equation*}
\left|\left\{y \in \mathcal{D}^{\prime}: \widehat{\varphi_{h}}(y)=0\right\}\right| \geq a_{1} \ldots a_{d}-\ell \tag{5.25}
\end{equation*}
$$

As a consequence of Theorem 5.6.1 we obtain the following corollary.
Corollary 5.6.2. Let $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ be given. If the SIS $V(\varphi)$ is $M$-invariant for some closed subgroup $M$ of $\mathbb{R}^{d}$ such that $\mathbb{Z}^{d} \varsubsetneqq M$, then $\widehat{\varphi}$ must vanish on a set of infinite Lebesgue measure.

Proof. Let $\mathcal{D}$ be the measurable section of $\mathbb{R}^{d} / M^{*}$ defined in (5.4). Then,

$$
\mathbb{R}^{d}=\bigcup_{m^{*} \in M^{*}} \mathcal{D}+m^{*},
$$

thus

$$
\left|\left\{y \in \mathbb{R}^{d}: \widehat{\varphi}(y)=0\right\}\right|=\sum_{m^{*} \in M^{*}}\left|\left\{y \in \mathcal{D}+m^{*}: \widehat{\varphi}(y)=0\right\}\right|
$$

If $M$ is discrete, by (5.25), we have

$$
\begin{equation*}
\left|\left\{y \in \mathbb{R}^{d}: \widehat{\varphi}(y)=0\right\}\right| \geq \sum_{m^{*} \in M^{*}}(|\mathcal{D}|-1)=+\infty . \tag{5.26}
\end{equation*}
$$

The last equality is due to the fact that $M^{*}$ is infinite and $|\mathcal{D}|>1$ (since $M \neq \mathbb{Z}^{d}$ ).
If $M$ is not discrete, by Theorem 5.6.1, $\left|\left\{y \in \mathcal{D}+m^{*}: \widehat{\varphi}(y)=0\right\}\right|=+\infty$, hence $\left|\left\{y \in \mathbb{R}^{d}: \widehat{\varphi}(y)=0\right\}\right|=+\infty$.

Another consequence of Theorem 5.6.1 is the following.
Corollary 5.6.3. If $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ and $V(\varphi)$ is $\mathbb{R}^{d}$-invariant, then

$$
|\operatorname{supp}(\widehat{\varphi})| \leq 1
$$

Proof. The proof is straightforward applying Theorem 5.6.1 for $M=\mathbb{R}^{d}$.

The converse of the previous corollary is not true. To see this consider the function $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ such that $\widehat{\varphi}=\chi_{[0,1)^{d-1} \times\left[0, \frac{1}{2}\right)}+\chi_{[0,1)^{d-1} \times\left[1, \frac{3}{2}\right)}$. If $V:=V(\varphi)$ were $\mathbb{R}^{d}$-invariant, by Theorem 5.5.8, we would have that $\operatorname{rank}\left[\mathcal{G}_{\varphi}(\omega)\right]=\sum_{j \in \mathbb{Z}^{d}} \operatorname{rank}\left[\mathcal{G}_{\varphi^{i}}(\omega)\right]$ for a.e. $\omega \in[0,1)^{d}$, with $\widehat{\varphi^{j}}=\chi_{\left.(0,1)^{d}+j\right)} \widehat{\varphi}$. However, for $\omega \in[0,1)^{d-1} \times\left[0, \frac{1}{2}\right)$ we obtain that $\operatorname{rank}\left[\mathcal{G}_{\varphi}(\omega)\right]=1$ and $\operatorname{rank}\left[\mathcal{G}_{\varphi^{0}}(\omega)\right]=1=\operatorname{rank}\left[\mathcal{G}_{\varphi^{e_{d}}}(\omega)\right]$, with $e_{d}=(0, \ldots, 0,1)$. Thus, $V$ can not be $\mathbb{R}^{d}$-invariant.

The following remark states that the converse of Corollary 5.6.3 is true if we impose some conditions on the generator $\varphi$.
Remark 5.6.4. Let $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ such that $\operatorname{supp}\left(\mathcal{G}_{\varphi}\right)=[0,1)^{d}$. If $|\operatorname{supp}(\varphi)| \leq 1$, then $V(\varphi)$ is $\mathbb{R}^{d}$-invariant.

Proof. Using the decomposition from the previous section, for each $j \in \mathbb{Z}^{d}=\mathcal{N}$ we have the fibers $\tau \varphi^{j}(\omega)=\widehat{\varphi}(\omega+j) e_{j}$, where $\left\{e_{j}\right\}$ is the canonical basis for $\ell^{2}\left(\mathbb{Z}^{d}\right)$.

By Theorem 5.5.8 $V(\varphi)$ is $\mathbb{R}^{d}$-invariant if and only if for almost every $\omega \in[0,1)^{d}$, $\operatorname{rank}\left[\mathcal{G}_{\varphi}(\omega)\right]=\sum_{j \in Z^{d}} \operatorname{rank}\left[\mathcal{G}_{\varphi^{j}}(\omega)\right]$. Since $\operatorname{supp}\left(\mathcal{G}_{\varphi}\right)=[0,1)^{d}$, we have that $\operatorname{rank}\left[\mathcal{G}_{\varphi}(\omega)\right]=$ 1 for almost every $\omega \in[0,1)^{d}$.

As $\mathcal{G}_{\varphi^{j}}(\omega)=|\widehat{\varphi}(\omega+j)|^{2}$, we obtain that

$$
\operatorname{rank}\left[\mathcal{G}_{\varphi^{j}}(\omega)\right]= \begin{cases}1 & \text { if } \widehat{\varphi}(\omega+j) \neq 0 \\ 0 & \text { if } \widehat{\varphi}(\omega+j)=0\end{cases}
$$

Thus, $V(\varphi)$ is $\mathbb{R}^{d}$-invariant if and only if for almost every $\omega \in[0,1)^{d}$ there exists one and only one $j \in \mathbb{Z}^{d}$ such that $\widehat{\varphi}(\omega+j) \neq 0$.
For a given $\omega \in[0,1)^{d}$, the existence of such a $j \in \mathbb{Z}^{d}$ is a consequence of the fact that $\operatorname{supp}\left(\mathcal{G}_{\varphi}\right)=[0,1)^{d}$. To prove the uniqueness, we will show that for $j \in \mathbb{Z}^{d}$, the sets

$$
N_{j}:=\left\{\omega \in[0,1)^{d}: \widehat{\varphi}(\omega+j) \neq 0\right\}=\left(\operatorname{supp}(\widehat{\varphi}) \cap\left([0,1)^{d}+j\right)\right)-j
$$

satisfy that $\left|N_{i} \cap N_{j}\right|=0$ for all $i \neq j$.
Since $\operatorname{supp}\left(\mathcal{G}_{\varphi}\right)=\bigcup_{j \in \mathbb{Z}^{d}} N_{j}$, we obtain

$$
\begin{aligned}
1 & =\left|\operatorname{supp}\left(\mathcal{G}_{\varphi}\right)\right|=\left|\bigcup_{j \in \mathbb{Z}^{d}} N_{j}\right| \leq \sum_{j \in \mathbb{Z}^{d}}\left|N_{j}\right| \\
& =\sum_{j \in \mathbb{Z}^{d}}\left|\operatorname{supp}(\widehat{\varphi}) \cap\left([0,1)^{d}+j\right)\right| \\
& =\left|\bigcup_{j \in \mathbb{Z}^{d}}\left(\operatorname{supp}(\widehat{\varphi}) \cap\left([0,1)^{d}+j\right)\right)\right| \\
& =|\operatorname{supp}(\varphi)| \leq 1 .
\end{aligned}
$$

Thus,

$$
\left|\bigcup_{j \in \mathbb{Z}^{d}} N_{j}\right|=\sum_{j \in \mathbb{Z}^{d}}\left|N_{j}\right| .
$$

So, $\left|N_{i} \cap N_{j}\right|=0$ for all $i \neq j$. Therefore, $V(\varphi)$ is $\mathbb{R}^{d}$-invariant.

Observe that by Remark 1.5.14, if $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ satisfies that $\left\{t_{k} \varphi: k \in \mathbb{Z}^{d}\right\}$ is a Riesz basis for $V(\varphi)$, then $\operatorname{supp}\left(\mathcal{G}_{\varphi}\right)=[0,1)^{d}$. So, as a consequence of the previous remark, if $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ is such that $\left\{t_{k} \varphi: k \in \mathbb{Z}^{d}\right\}$ is a Riesz basis for $V(\varphi)$ and $|\operatorname{supp}(\varphi)| \leq 1$, then $V(\varphi)$ is $\mathbb{R}^{d}$-invariant.

### 5.6.1 Exact invariance

Given $M$ be a closed subgroup of $\mathbb{R}^{d}$, we will say that a subspace $V \subseteq L^{2}\left(\mathbb{R}^{d}\right)$ is exactly $M$-invariant if it is an M-invariant space that is not invariant under any vector outside $M$.

Note that due to of Proposition 5.2.1, an M-invariant space is exactly $M$-invariant if and only if it is not invariant under any closed subgroup $M^{\prime}$ containing $M$.

It is known that on the real line, the SIS generated by a function $\varphi$ with compact support can only be invariant under integer translations. That is, it is exactly $\mathbb{Z}$-invariant. The following proposition extends this result to $\mathbb{R}^{d}$.

Proposition 5.6.5. If a nonzero function $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ has compact support, then $V(\varphi)$ is exactly $\mathbb{Z}^{d}$-invariant.

Proof. The proof is a straightforward consequence of Corollary 5.6.2.

Note that the compactness of the support of $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ is not a necessary condition for the exactly $\mathbb{Z}^{d}$-invariance of $V(\varphi)$. To see this, consider the function $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ such that $\widehat{\varphi}=\chi_{[0,2)^{d}}$. Since $\operatorname{supp}(\varphi)=[0,2)^{d}$, it follows that $\varphi$ is not compactly supported.

We claim that $V:=V(\varphi)$ is exactly $\mathbb{Z}^{d}$-invariant. On the contrary, assume that $V$ is $M$-invariant for some closed subgroup $M$ of $\mathbb{R}^{d}$ such that $\mathbb{Z}^{d} \subsetneq M$.

For $1 \leq j \leq d$ let $e_{j} \in \mathbb{R}^{d}$ be the canonical vectors. Since $\mathbb{Z}^{d} \subsetneq M$, it follows that $M^{*} \subsetneq \mathbb{Z}^{d}$. Thus there exists $1 \leq j \leq d$ such that $e_{j} \notin M^{*}$.

We have that $e_{j} \neq 0$ in $\mathcal{N}=\mathbb{Z}^{d} / M^{*}$. Let $\varphi^{0}, \varphi^{e_{j}}$ be the functions defined by

$$
\widehat{\varphi^{0}}=\chi_{B_{0} \cap[0,2)^{d}} \text { and } \widehat{\varphi^{e_{j}}}=\chi_{B_{e_{j}} \cap[0,2)^{d}},
$$

where $B_{\sigma}=[0,1)^{d}+\sigma+M^{*}$ for $\sigma \in \mathcal{N}$.
Since $[0,1)^{d} \subseteq B_{0} \cap[0,2)^{d}$ and $[0,1)^{d}+e_{j} \subseteq B_{e_{j}} \cap[0,2)^{d}$, it follows that $\widehat{\varphi^{0}}(\omega)=$ $\widehat{\varphi^{e_{j}}}\left(\omega+e_{j}\right)=1$ for all $\omega \in[0,1)^{d}$. Thus,

$$
\operatorname{rank}\left[\mathcal{G}_{\varphi^{0}}(\omega)\right]=1=\operatorname{rank}\left[\mathcal{G}_{\varphi^{e_{j}}}(\omega)\right], \quad \text { for } \omega \in[0,1)^{d} .
$$

On the other hand, $\operatorname{rank}\left[\mathcal{G}_{\varphi}(\omega)\right]=1$ for $\omega \in[0,1)^{d}$. So, by Theorem 5.5.8, $V$ can not be $M$-invariant.

The next theorem shows the existence of SISs that are exactly $M$-invariant for every closed subgroup $M$ of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$.

Theorem 5.6.6. For each closed subgroup $M$ of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$, there exists a shiftinvariant space of $L^{2}\left(\mathbb{R}^{d}\right)$ which is exactly $M$-invariant.

Proof. Let $M$ be a subgroup of $\mathbb{R}^{d}$ containing $\mathbb{Z}^{d}$. We will construct a principal shiftinvariant space that is exactly $M$-invariant.

Suppose that $0 \in \mathcal{N}$ and take $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\operatorname{supp}(\widehat{\varphi})=B_{0}$, where $B_{0}$ is defined as in (5.13). Let $V=V(\varphi)$.
Then, $U_{0}=V$ and $U_{\sigma}=\{0\}$ for $\sigma \in \mathcal{N}, \sigma \neq 0$. So, as a consequence of Theorem 5.5.2, it follows that $V$ is $M$-invariant.

Now, if $M^{\prime}$ is a closed subgroup such that $M \varsubsetneqq M^{\prime}$, we will show that $V$ can not be $M^{\prime}$-invariant.

Since $M \subseteq M^{\prime},\left(M^{\prime}\right)^{*} \subseteq M^{*}$. Consider a section $\mathcal{H}$ of the quotient $M^{*} /\left(M^{\prime}\right)^{*}$ containing the origin. Then, the set given by

$$
\mathcal{N}^{\prime}:=\{\sigma+h: \sigma \in \mathcal{N}, h \in \mathcal{H}\},
$$

is a section of $\mathbb{Z}^{d} /\left(M^{\prime}\right)^{*}$ and $0 \in \mathcal{N}^{\prime}$.
If $\left\{B_{\gamma}^{\prime}\right\}_{\gamma \in \mathcal{N}^{\prime}}$ is the partition defined in (5.13) associated to $M^{\prime}$, for each $\sigma \in \mathcal{N}$ it holds that $\left\{B_{\sigma+h}^{\prime}\right\}_{h \in \mathcal{H}}$ is a partition of $B_{\sigma}$, since

$$
\begin{equation*}
B_{\sigma}=\Omega+\sigma+M^{*}=\bigcup_{h \in \mathcal{H}} \Omega+\sigma+h+\left(M^{\prime}\right)^{*}=\bigcup_{h \in \mathcal{H}} B_{\sigma+h}^{\prime} . \tag{5.27}
\end{equation*}
$$

We will show now that $U_{0}^{\prime} \nsubseteq V$, where $U_{0}^{\prime}$ is the subspace defined in (5.16) for $M^{\prime}$. Let $g \in L^{2}\left(\mathbb{R}^{d}\right)$ such that $\widehat{g}=\widehat{\varphi} \chi_{B_{0}^{\prime}}$. Then $g \in U_{0}^{\prime}$. Moreover, since $\operatorname{supp}(\widehat{\varphi})=B_{0}$, by (5.27), $\widehat{g} \neq 0$.

Suppose that $g \in V$, then $\widehat{g}=\eta \widehat{\varphi}$ where $\eta$ is a $\mathbb{Z}^{d}$-periodic function. Since $M \varsubsetneqq M^{\prime}$, there exists $h \in \mathcal{H}$ such that $h \neq 0$. By (5.27), $\widehat{g}$ vanishes in $B_{h}^{\prime}$. Then, the $\mathbb{Z}^{d}$-periodicity of $\eta$ implies that $\eta(y)=0$ a.e. $y \in \mathbb{R}^{d}$. So $\widehat{g}=0$, which is a contradiction.
This shows that $U_{0}^{\prime} \nsubseteq V$. Therefore, $V$ is not $M^{\prime}$-invariant.

### 5.7 Extension to LCA groups

We would like to remark here that the characterizations of the extra invariance for shiftinvariant spaces are still valid for the general context of locally compact abelian (LCA) groups (see [ACP10a]). This is important in order to obtain general conditions that can be applied to different cases, as for example the case of the classic groups such as the d-dimensional torus $\mathbb{T}^{d}$, the discrete group $\mathbb{Z}^{d}$, and the finite group $\mathbb{Z}_{d}$.

Although in [ACP10a] we developed all the necessary theory to the complete understanding of the problem, we will not include here all the results obtained in that paper since we would need a lot of notation and technical aspects which are not congruent with the general line of these thesis. However, in this section, we will give a brief description of the problem for the LCA context and the general results obtained for this case.

Assume $G$ is an LCA group and $K$ is a closed subgroup of $G$. For $y \in G$ let us denote by $t_{y}$ the translation operator acting on $L^{2}(G)$. That is, $t_{y} f(x)=f(x-y)$ for $x \in G$ and $f \in L^{2}(G)$. A closed subspace $V$ of $L^{2}(G)$ satisfying that $t_{k} f \in V$ for every $f \in V$ and every $k \in K$ is called $K$-invariant. In the case that $G$ is $\mathbb{R}^{d}$ and $K$ is $\mathbb{Z}^{d}$ the subspace $V$ is the classical shift-invariant space. The structure of these spaces for the context of general LCA groups has been studied in [KT08, CP10]. Independently of their mathematical interest, they are very important in applications. They provide models for many problems in signal and image processing.

In [ACP10a] we study necessary and sufficient conditions in order that an $H$-invariant space $V \subseteq L^{2}(G)$ is $M$-invariant, where $H \subseteq G$ is a countable uniform lattice and $M$ is any closed subgroup of $G$ satisfying that $H \subseteq M \subseteq G$. As a consequence of our results we proved that for each closed subgroup $M$ of $G$ containing the lattice $H$, there exists an $H$ invariant space $V$ that is exactly $M$-invariant. That is, $V$ is not invariant under any other subgroup $M^{\prime}$ containing $M$. We also obtained estimates on the support of the Fourier transform of the generators of the $H$-invariant space, related to its $M$-invariance.
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