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#### Abstract

We establish a lower bound for the size of possible counterexamples of the Dixmier Conjecture. We prove that $B>15$, where $B$ is the minimum of the greatest common divisor of the total degrees of $P$ and $Q$, where ( $P, Q$ ) runs over the counterexamples of the Dixmier Conjecture.


© 2013 Elsevier Inc. All rights reserved.

## Introduction

The Weyl algebra $A_{1}$ over a field $K$ is the quotient of the free associative and unital $K$-algebra on two generators $X, Y$ by the ideal generated by the relation $[Y, X]=1$. The Weyl algebra is the first of an infinite family of algebras, known as Weyl algebras, which were introduced by Hermann Weyl to study the Heisenberg uncertainty principle in quantum mechanics. The $n$-th Weyl algebra over $K$ is the associative and unital $K$-algebra $A_{n}$ generated by the $2 n$ variables $X_{1}, Y_{1}, \ldots, X_{n}, Y_{n}$, subject to the relations $\left[X_{i}, X_{j}\right]=\left[Y_{i}, Y_{j}\right]=0$ and $\left[Y_{i}, X_{j}\right]=\delta_{i j}$, where $\delta_{i j}$ is the Krönecker symbol.

[^0]
\[

$$
\begin{aligned}
& \text { Illustration of } \operatorname{st}_{\rho, \sigma}(P) \text { and } \mathrm{en}_{\rho, \sigma}(P) \text { for } \\
& \qquad \begin{array}{r}
P= \\
X^{3}+X^{5}+X^{6} Y+X Y^{3}+X^{6} Y^{3} \\
\\
+X^{3} Y^{4}+X Y^{6}+X^{4} Y^{6}+X^{2} Y^{7}
\end{array}
\end{aligned}
$$
\]

and $(\rho, \sigma)=(3,2)$. In this example

$$
\ell_{\rho, \sigma}(P)=x^{6} y^{3}+x^{4} y^{6}
$$

Fig. 1. Illustration of st and en.

In [8] Dixmier posed six problems, the first of which, also known as the Dixmier Conjecture (DC), was the following: is an algebra endomorphism of the Weyl algebra $A_{1}$ over a field of characteristic zero, necessarily an automorphism? This question makes sense for all the Weyl algebras, and in fact the generalized DC claims that if $\operatorname{char}(K)=0$, then any endomorphism of $A_{n}$ must be an automorphism, for each $n \in \mathbb{N}$.

Currently, the DC remains open even for the case $n=1$. Some of the results in this topic are the following: In the early eighties, L. Vaserstein and V. Kac showed that the generalized DC implies the Jacobian conjecture (see [3], where this result is explicitly established). In 2005 the stable equivalence between the Dixmier and Jacobian conjectures was established by Yoshifumi Tsuchimoto [14], and the same result was obtained in an independent way in 2007 by Alexei Belov-Kanel and Maxim Kontsevich [6] and by Pascal Kossivi Adjamagbo and Arno van den Essen [2]. For a short proof of the equivalence between these two problems see [4]. In fact, in the [2] paper, there is also established the equivalence between the generalized DC and a similar conjecture about the endomorphisms of a family of Poisson algebras, that the authors call the Poisson Conjecture. Some other papers concerning the DC in a direct or an indirect way are [5,7,9] and [15].

In this work we deal with the case $n=1$. We set

$$
B:= \begin{cases}\infty & \text { if } D C \text { is true, } \\ \min (\operatorname{gcd}(\operatorname{deg}(P), \operatorname{deg}(Q))) & \text { where }(P, Q) \text { is a counterexample to } D C, \text { if } D C \text { is false. }\end{cases}
$$

Here $\operatorname{deg}(P)$ is the total degree of $P$ and we will prove that $B>15$. For this we consider a counterexample $(P, Q)$ with $\operatorname{gcd}(\operatorname{deg}(P), \operatorname{deg}(Q))=B$ and call it a minimal pair. Such a pair can be supposed to be subrectangular, which means that the support fits into a rectangle and contains its farthest corner. We will "cut" the lower right edge of the support. This process requires various geometric conditions on the support, and we will show that if $\operatorname{gcd}(\operatorname{deg}(P), \operatorname{deg}(Q)) \leqslant 15$, then these conditions cannot be satisfied, thus proving our result.

There is a strong parallelism with the shape of possible counterexamples of the Jacobian Conjecture in dimension 2. In fact, based on a work of Appelgate and Onishi [1], Nagata shows in [12] and [13], that 9 is a lower bound for $\operatorname{gcd}(\operatorname{deg}(P), \operatorname{deg}(Q))$, where $(P, Q)$ is a counterexample to JC .

In order to carry out our constructions we need to embed $P$ and $Q$ in a bigger algebra $A_{1}^{(I)}$, obtained adjoining fractional powers of $X$ to $A_{1}$. As a $K$-linear space $A_{1}^{(l)}$ is $K\left[X, X^{-1 / l}, Y\right]$ and the relation $[Y, X]=1$ is preserved. This is basically the same construction as in [10, p. 599] where fractional powers of $Y$ are added instead.

In Section 1 we recall some basic concepts. For us a direction is a pair ( $\rho, \sigma$ ) of coprime integers with $\rho+\sigma \geqslant 0$. For each such a direction $(\rho, \sigma)$ we associate a $(\rho, \sigma)$-degree $v_{\rho, \sigma}$ on $A_{1}^{(l)}$ and we call $\ell_{\rho, \sigma}(P)$ the highest $(\rho, \sigma)$-degree term of $P$. Moreover we define st ${ }_{\rho, \sigma}(P)$ and $\mathrm{en}_{\rho, \sigma}(P)$ to be the starting point and the end point of the support of $\ell_{\rho, \sigma}(P)$ (see Fig. 1).

In Section 2 we associate a bracket $[-,-]_{\rho, \sigma}$ with each direction $(\rho, \sigma)$. This bracket is essentially the commutator of the highest terms and coincides, up to signs, with the usual Poisson bracket of the terms of highest order, for example as defined in [10, p. 599].

Then we analyze the relation of the $(\rho, \sigma)$-bracket with $\mathrm{st}_{\rho, \sigma}$ and $\mathrm{en}_{\rho, \sigma}$. This allows us to explore in Theorem 4.1 the geometric implications of an important result of [10] on the shape of minimal pairs. This result states that there exists a $(\rho, \sigma)$-homogeneous element $F \in A_{1}^{(l)}$ such that

$$
[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P)
$$

whenever $(P, Q)$ is a counterexample to $D C$.
The aforementioned geometric implications permit us in Section 5 to "cut" the right lower edge of the support of a given minimal pair in $A_{1}^{(l)}$. The geometric conditions this imposes on the support are given partially in Proposition 5.6, and translated into a powerful algebraic condition.

Although it is known that a counterexample ( $P, Q$ ) to DC can be brought into a subrectangular shape, we have to prove that this can be done without changing $\operatorname{gcd}(\operatorname{deg}(P), \operatorname{deg}(Q))$, and in such a way that the changed pair satisfies Definition 6.10. This work is done in Section 6 , where we also prove that $\operatorname{deg}(P)$ does not divide $\operatorname{deg}(Q)$ and vice versa.

In the last section we translate all geometric conditions into algebraic ones for the possible corners of the support. We finally show that there cannot be a minimal pair ( $P, Q$ ) with $\operatorname{gcd}(\operatorname{deg}(P), \operatorname{deg}(Q)) \leqslant 15$ satisfying these conditions.

We want to emphasize that the central ideas of this article are of geometric nature. However we give detailed algebraic proofs of the geometric facts that we use along the article. This is specially true for Section 3, where we analyze the order relation on directions given essentially by

$$
(\rho, \sigma)<\left(\rho^{\prime}, \sigma^{\prime}\right) \Leftrightarrow(\rho, \sigma) \times\left(\rho^{\prime}, \sigma^{\prime}\right):=\operatorname{det}\left(\begin{array}{cc}
\rho & \sigma \\
\rho & \sigma^{\prime}
\end{array}\right)>0
$$

Let us explain the two main geometric results of that section. We first define

$$
\operatorname{Dir}(P):=\left\{(\rho, \sigma) \in \mathfrak{V}: \# \operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)>1\right\}
$$

One important result of Section 3 is Proposition 3.7, which states that if $\left(\rho_{1}, \sigma_{1}\right)<\left(\rho_{2}, \sigma_{2}\right)$ are two consecutive directions in $\operatorname{Dir}(P)$, then $\operatorname{st}_{\rho_{2}, \sigma_{2}}(P)$ coincides with $e n_{\rho_{1}, \sigma_{1}}(P)$ and with $\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)$ for each intermediate direction $(\rho, \sigma)$. We also use frequently Proposition 3.9, which compares $v_{\rho^{\prime}, \sigma^{\prime}}\left(\mathrm{st}_{\rho, \sigma}(P)\right)$ with $v_{\rho^{\prime}, \sigma^{\prime}}\left(\mathrm{en}_{\rho, \sigma}(P)\right)$.

## 1. Preliminaries

In this section we fix the notation and we establish some basic results that we will use throughout the paper.

For each $l \in \mathbb{N}$, we let $A_{1}^{(l)}$ denote the Ore extension $A[Y, \mathrm{id}, \delta]$, where $A$ is the algebra of Laurent polynomials $K\left[Z_{l}, Z_{l}^{-1}\right]$ and $\delta: A \rightarrow A$ is the derivation, defined by $\delta\left(Z_{l}\right):=\frac{1}{l} Z_{l}^{1-l}$. Suppose that $l, h \in \mathbb{N}$ are such that $l \mid h$ and let $d:=h / l$. Since

$$
\begin{equation*}
\left[Y, Z_{h}^{d}\right]=\sum_{i=0}^{d-1} Z_{h}^{i}\left[Y, Z_{h}\right] Z_{h}^{d-i-1}=\frac{d}{h} Z_{h}^{d-h}=\frac{1}{l}\left(Z_{h}^{d}\right)^{1-l} \tag{1.1}
\end{equation*}
$$

there is an algebra inclusion $\iota_{l}^{h}: A_{1}^{(l)} \rightarrow A_{1}^{(h)}$, such that $\iota_{l}^{h}\left(Z_{l}\right)=Z_{h}^{d}$ and $\iota_{l}^{h}(Y)=Y$.
We will write $X^{\frac{1}{T}}$ and $X^{\frac{-1}{T}}$ instead of $Z_{l}$ and $Z_{l}^{-1}$, respectively. Note that $l_{l}^{h}\left(X^{\frac{1}{T}}\right)=\left(X^{\frac{1}{h}}\right)^{d}$. We will consider $A_{1}^{(l)} \subseteq A_{1}^{(h)}$ via this inclusion. Clearly $A_{1}$ is included in $A_{1}^{(1)}$.

Similarly, for each $l \in \mathbb{N}$, we consider the commutative $K$-algebra $L^{(l)}$, generated by variables $x^{\frac{1}{I}}$, $x^{\frac{-1}{T}}$ and $y$, subject to the relation $x^{\frac{1}{T}} x^{\frac{-1}{T}}=1$. In other words $L^{(l)}=K\left[x^{\frac{1}{T}}, x^{\frac{-1}{T}}, y\right]$. Obviously, there is a canonical inclusion $L^{(l)} \subseteq L^{(h)}$, for each $l, h \in \mathbb{N}$ such that $l \mid h$. We let

$$
\Psi^{(l)}: A_{1}^{(l)} \rightarrow L^{(l)}
$$

denote the $K$-linear map defined by $\Psi^{(l)}\left(X^{\frac{i}{l}} Y^{j}\right):=x^{\frac{i}{l}} y^{j}$. Let

$$
\overline{\mathfrak{V}}:=\left\{(\rho, \sigma) \in \mathbb{Z}^{2}: \operatorname{gcd}(\rho, \sigma)=1 \text { and } \rho+\sigma \geqslant 0\right\} \quad \text { and } \quad \mathfrak{V}:=\{(\rho, \sigma) \in \overline{\mathfrak{V}}: \rho+\sigma>0\} .
$$

Definition 1.1. For all $(\rho, \sigma) \in \overline{\mathfrak{V}}$ and $(i / l, j) \in \frac{1}{l} \mathbb{Z} \times \mathbb{Z}$, we write

$$
v_{\rho, \sigma}(i / l, j):=\rho i / l+\sigma j .
$$



- The support of $P$ as $\operatorname{Supp}(P):=\left\{(i / l, j): a_{i}, j \neq 0\right\}$.
- The $(\rho, \sigma)$-degree of $P$ as $v_{\rho, \sigma}(P):=\max \left\{v_{\rho, \sigma}(i / l, j): a_{i}^{i}, j \neq 0\right\}$.
- The $(\rho, \sigma)$-leading term of $P$ as $\ell_{\rho, \sigma}(P):=\sum_{\left\{\rho_{I}^{i}+\sigma j=v_{\rho, \sigma}(P)\right\}} a_{\frac{i}{i}, j^{\alpha^{i}} y^{j}}$.
- $w(P):=\left(i_{0} / l, i_{0} / l-v_{1,-1}(P)\right)$, where

$$
i_{0}:=\max \left\{i:\left(i / l, i / l-v_{1,-1}(P)\right) \in \operatorname{Supp}\left(\ell_{1,-1}(P)\right)\right\} .
$$

$-\ell_{c}(P):=a_{i_{0}, j_{0}}$, where $\left(i_{0} / l, j_{0}\right)=w(P)$.
$-\ell_{t}(P):=a_{i_{0}, j_{0}} x^{i_{T}{ }_{T}} y^{j_{0}}$, where $\left(i_{0} / / l, j_{0}\right)=w(P)$.

- $\bar{w}(P):=\left(i_{0} / l-v_{-1,1}(P), i_{0} / l\right)$, where

$$
i_{0}:=\max \left\{i:\left(i / l-v_{-1,1}(P), i / l\right) \in \operatorname{Supp}\left(\ell_{-1,1}(P)\right)\right\} .
$$

$-\bar{\ell}_{c}(P):=a_{\frac{i_{0}}{T} j_{0}}$, where $\left(i_{0} / l, j_{0}\right)=\bar{w}(P)$.
$-\bar{\ell}_{t}(P):=a_{\frac{i_{0}}{T} j_{0}} x^{\frac{i_{0}}{T}} y^{j_{0}}$, where $\left(i_{0} / l, j_{0}\right)=\bar{w}(P)$.
Notations 1.3. Let $(\rho, \sigma) \in \overline{\mathfrak{V}}$. For $P \in A_{1}^{(l)} \backslash\{0\}$, we define:

- The support of $P$ as $\operatorname{Supp}(P):=\operatorname{Supp}\left(\Psi^{(I)}(P)\right)$.
- The $(\rho, \sigma)$-degree of $P$ as $v_{\rho, \sigma}(P):=v_{\rho, \sigma}\left(\Psi^{(I)}(P)\right)$.
- The $(\rho, \sigma)$-leading term of $P$ as $\ell_{\rho, \sigma}(P):=\ell_{\rho, \sigma}\left(\Psi^{(l)}(P)\right)$.
- $w(P):=w\left(\Psi^{(l)}(P)\right)$ and $\bar{w}(P):=\bar{w}\left(\Psi^{(l)}(P)\right)$.
$-\ell_{c}(P):=\ell_{c}\left(\Psi^{(l)}(P)\right)$ and $\bar{\ell}_{c}(P):=\bar{\ell}_{c}\left(\Psi^{(l)}(P)\right)$.
$-\ell_{t}(P):=\ell_{c}(P) X^{i_{0}} Y^{j_{0}}$, where $\left(i_{0} / l, j_{0}\right)=w(P)$.
$-\bar{\ell}_{t}(P):=\bar{\ell}_{c}(P) X^{i_{0}} Y^{j_{0}}$, where $\left(i_{0} / l, j_{0}\right)=\bar{w}(P)$.
Remark 1.4. To abbreviate expressions we set $v_{\rho, \sigma}(0)=-\infty$ for all $(\rho, \sigma) \in \overline{\mathfrak{V}}$.
Notation 1.5. We say that $P \in L^{(l)}$ is ( $\rho, \sigma$ )-homogeneous if $P=0$ or $P=\ell_{\rho, \sigma}(P)$. Moreover we say that $P \in A_{1}^{(l)}$ is $(\rho, \sigma)$-homogeneous if $\Psi^{(l)}(P)$ is so.

Definition 1.6. Let $P \in A_{1}^{(l)} \backslash\{0\}$. For $(\rho, \sigma) \in \overline{\mathfrak{V}} \backslash\{(1,-1)\}$ and $\left(\rho^{\prime}, \sigma^{\prime}\right) \in \overline{\mathfrak{V}} \backslash\{(-1,1)\}$, we write

$$
\operatorname{st}_{\rho, \sigma}(P):=w\left(\ell_{\rho, \sigma}(P)\right) \quad \text { and } \quad \operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(P):=\bar{w}\left(\ell_{\rho^{\prime}, \sigma^{\prime}}(P)\right) .
$$

Lemma 1.7. (Compare with [8, Lemma 2.1].) For each $l \in \mathbb{N}$, we have

$$
Y^{j} X^{i}=\sum_{k=0}^{j} k!\binom{j}{k}\binom{i / l}{k} X^{\frac{i}{l}-k} Y^{j-k}
$$

Proof. By induction on $j$. For the inductive step use that

$$
\left[Y^{j}, X^{\frac{i}{l}}\right]=\left[Y, X^{\frac{i}{l}}\right] Y^{j-1}+Y\left[Y^{j-1}, X^{\frac{i}{l}}\right]
$$

The case $j=1$ is true since $\left[Y, X^{\frac{i}{l}}\right]=\frac{i}{l} X^{\frac{i}{l}-1}$ by (1.1).

For $l \in \mathbb{N}$ and $j \in \mathbb{Z}$, we set

$$
A_{1, j / l}^{(l)}:=\left\{P \in A_{1}^{(l)} \backslash\{0\}: P \text { is }(1,-1) \text {-homogeneous and } v_{1,-1}(P)=j / l\right\} \cup\{0\}
$$

Remark 1.8. By Lemma 1.7, the algebra $A_{1}^{(l)}$ is $\frac{1}{T} \mathbb{Z}$-graded. Its homogeneous component of degree $\frac{j}{l}$ is $A_{1, j / l}^{(l)}$. Moreover, by $[8,3.3]$, we know that $A_{1,0}^{(l)}=K[X Y]$.

Proposition 1.9. (Compare with [8, Lemma 2.4].) Let $P, Q \in A_{1}^{(l)} \backslash\{0\}$. The following assertions hold:
(1) $w(P Q)=w(P)+w(Q)$ and $\bar{w}(P Q)=\bar{w}(P)+\bar{w}(Q)$. In particular $P Q \neq 0$.
(2) $\ell_{\rho, \sigma}(P Q)=\ell_{\rho, \sigma}(P) \ell_{\rho, \sigma}(Q)$ for all $(\rho, \sigma) \in \mathfrak{V}$.
(3) $v_{\rho, \sigma}(P Q)=v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)$ for all $(\rho, \sigma) \in \overline{\mathfrak{V}}$.
(4) $\mathrm{st}_{\rho, \sigma}(P Q)=\mathrm{st}_{\rho, \sigma}(P)+\mathrm{st}_{\rho, \sigma}(Q)$ for all $(\rho, \sigma) \in \mathfrak{V}$.
(5) $\mathrm{en}_{\rho, \sigma}(P Q)=\mathrm{en}_{\rho, \sigma}(P)+\mathrm{en}_{\rho, \sigma}(Q)$ for all $(\rho, \sigma) \in \mathfrak{V}$.

The same properties hold for $P, Q \in L^{(l)} \backslash\{0\}$.

Proof. For $P, Q \in A_{1}^{(l)} \backslash\{0\}$ this follows easily from Lemma 1.7, using that $\rho+\sigma>0$ if $(\rho, \sigma) \in \mathfrak{V}$. The proof for $P, Q \in L^{(l)} \backslash\{0\}$ is easier.

Let $A, B \in \mathbb{R}^{2}$. We say that $A$ and $B$ are aligned if $A \times B:=\operatorname{det}\binom{A}{B}=0$.
Definition 1.10. Let $P, Q \in L^{(l)} \backslash\{0\}$. We say that $P$ and $Q$ are aligned and write $P \sim Q$, if $w(P)$ and $w(Q)$ are so. Moreover we say that $P, Q \in A_{1}^{(l)} \backslash\{0\}$ are aligned if $\Psi^{(l)}(P) \sim \Psi^{(l)}(Q)$.

Remark 1.11. Note that:

- $P \sim Q$ if and only if $\ell_{1,-1}(P) \sim \ell_{1,-1}(Q)$.
- $\sim$ is not an equivalence relation (it is so restricted to $\{P: w(P) \neq(0,0)\}$ ).
- If $P \sim Q$ and $w(P) \neq(0,0) \neq w(Q)$, then $w(P)=\lambda w(Q)$ with $\lambda \neq 0$.

Proposition 1.12. Let $P, Q \in A_{1}^{(l)} \backslash\{0\}$. The following assertions hold:
(1) $P \nsim Q$ if and only if $w([P, Q])=w(P)+w(Q)-(1,1)$.
(2) $\bar{w}(P) \nsim \bar{w}(Q)$ if and only if $\bar{w}([P, Q])=\bar{w}(P)+\bar{w}(Q)-(1,1)$.

Proof. We prove the first statement, and leave the second one, which is similar, to the reader. Set $w(P)=\left(\frac{r}{l}, s\right)$ and $w(Q)=\left(\frac{u}{l}, v\right)$. By Lemma 1.7

$$
\ell_{t}([P, Q])=\left(\binom{s}{1}\binom{u / l}{1}-\binom{v}{1}\binom{r / l}{1}\right) \ell_{c}(P) \ell_{c}(Q) X^{\frac{r+u}{l}-1} Y^{s+v-1}
$$

if and only if

$$
\binom{s}{1}\binom{u / l}{1}-\binom{v}{1}\binom{r / l}{1}=(r / l, s) \times(u / l, v) \neq 0
$$

So, $w([P, Q])=w(P)+w(Q)-(1,1)$ if and only if $P \nsim Q$, as desired.
Remark 1.13. For all $P, Q \in A_{1}^{(l)} \backslash\{0\}$ and each $(\rho, \sigma) \in \overline{\mathfrak{V}}$,

$$
v_{\rho, \sigma}([P, Q]) \leqslant v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)
$$

Remark 1.14. If $P, Q \in A_{1}^{(l)} \backslash\{0\}$ satisfy $v_{1,-1}(P) \leqslant 0$ and $v_{1,-1}(Q) \leqslant 0$, then $v_{1,-1}([Q, P])<0$. In fact, write $P=P_{0}+P_{1}$ and $P=Q_{0}+Q_{1}$ with $P_{0}$ and $Q_{0}$ the (1, -1 )-homogeneous components of degree 0 of $P$ and $Q$ respectively. Since, by Remark 1.8 we have $\left[P_{0}, Q_{0}\right]=0$, it follows from the above remark that

$$
v_{1,-1}([P, Q])=v_{1,-1}\left(\left[P_{0}, Q_{1}\right]+\left[P_{1}, Q\right]\right)<0
$$

## 2. The bracket associated with a direction

In this section we define bracket $[P, Q]_{\rho, \sigma}$ for each direction $(\rho, \sigma)$ and each $P, Q \in A_{1}^{(l)}$. This bracket is essentially the commutator of the highest $(\rho, \sigma)$-degree terms of its arguments. It coincides, up to signs, with the usual Poisson bracket $\left\{\ell_{\rho, \sigma}(P), \ell_{\rho, \sigma}(P)\right\}$ as defined in [10, p. 599]. Then, in Proposition 2.4, we analyze the relation of the $(\rho, \sigma)$-bracket with $\mathrm{st}_{\rho, \sigma}$ and en ${ }_{\rho, \sigma}$. Finally we prove Theorem 2.11, which states that, under some mild conditions, if $[P, Q]_{\rho, \sigma}=0$, then $\ell_{\rho, \sigma}(P)$ and $\ell_{\rho, \sigma}(Q)$ are scalar multiples of powers of one element $R$.

Definition 2.1. Let $(\rho, \sigma) \in \overline{\mathfrak{V}}$ and $P, Q \in A_{1}^{(l)} \backslash\{0\}$. We say that $P$ and $Q$ are $(\rho, \sigma)$-proportional if $v_{\rho, \sigma}([P, Q])<v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)$.

Definition 2.2. Let $l \in \mathbb{N}$ and $(\rho, \sigma) \in \overline{\mathfrak{V}}$. We define

$$
[-,-]_{\rho, \sigma}:\left(A_{1}^{(l)} \backslash\{0\}\right) \times\left(A_{1}^{(l)} \backslash\{0\}\right) \rightarrow L_{\rho, \sigma}^{(l)}
$$

by

$$
[P, Q]_{\rho, \sigma}:= \begin{cases}0 & \text { if } P \text { and } Q \text { are }(\rho, \sigma) \text {-proportional, } \\ \ell_{\rho, \sigma}([P, Q]) & \text { if } P \text { and } Q \text { are not }(\rho, \sigma) \text {-proportional. }\end{cases}
$$

From now on in order to simplify expressions we set $\mathfrak{V}^{0}:=\{(\rho, \sigma) \in \mathfrak{V}: \rho>0\}$.
Lemma 2.3. Let $(\rho, \sigma) \in \mathfrak{V}^{0}$ and let $P$ and $Q$ be $(\rho, \sigma)$-homogeneous elements of $A_{1}^{(l)} \backslash\{0\}$.
(1) If $w(P) \nsim w(Q)$, then $[P, Q] \neq 0$ and $w([P, Q])=w\left(\ell_{\rho, \sigma}([P, Q])\right)$.
(2) If $w(P)+w(Q)-(1,1)=w\left(\ell_{\rho, \sigma}([P, Q])\right)$, then $w(P) \nsim w(Q)$.
(3) If $\bar{w}(P) \nsim \bar{w}(Q)$, then $[P, Q] \neq 0$ and $\bar{w}([P, Q])=\bar{w}\left(\ell_{\rho, \sigma}([P, Q])\right)$.
(4) If $\bar{w}(P)+\bar{w}(Q)-(1,1)=\bar{w}\left(\ell_{\rho, \sigma}([P, Q])\right)$, then $\bar{w}(P) \nsim \bar{w}(Q)$.

Proof. We only prove statements (1) and (2), since the other ones are similar. Write

$$
P=\sum_{i=0}^{\alpha} \lambda_{i} X^{\frac{r}{T}-\frac{i \sigma}{\rho}} Y^{s+i} \text { and } Q=\sum_{j=0}^{\beta} \mu_{j} X^{\frac{u}{T}-\frac{j \sigma}{\rho}} Y^{v+j}
$$

with $\lambda_{0}, \lambda_{\alpha}, \mu_{0}, \mu_{\beta} \neq 0$. Note that $\rho>0$ implies $w(P)=(r / l, s)$ and $w(Q)=(u / l, v)$. Since, by Lemma 1.7,

$$
X^{i} Y^{j} X^{i^{\prime}} Y^{j^{\prime}}=\sum_{k=0}^{j} k!\binom{j}{k}\binom{i^{\prime} / l}{k} x^{i+i^{\prime}} l-k Y^{j+j^{\prime}-k}
$$

we obtain that

$$
\begin{equation*}
[P, Q]=\sum_{i=0}^{\alpha} \sum_{j=0}^{\beta} \sum_{k=0}^{\max \{s+i, v+j\}} \lambda_{i} \mu_{j} c_{i j k} X^{\frac{r+u}{l}-\frac{(i+j) \sigma}{\rho}-k} Y^{s+v+i+j-k} \tag{2.1}
\end{equation*}
$$

where

$$
c_{i j k}=k!\binom{s+i}{k}\binom{u / l-j \sigma / \rho}{k}-k!\binom{v+j}{k}\binom{r / l-i \sigma / \rho}{k}
$$

Note that $c_{i j 0}=0$. Assume now that $w(P) \nsim w(Q)$. Since $\rho>0$ this implies $c_{001} \neq 0$, and so

$$
\ell_{\rho, \sigma}([P, Q])=\sum_{i=0}^{\alpha} \sum_{j=0}^{\beta} \lambda_{i} \mu_{j} c_{i j 1} \chi^{\frac{r+u}{l}-\frac{(i+j) \sigma}{\rho}-1} y^{s+v+i+j-1}
$$

because $\rho+\sigma>0$. Using again that $\rho>0$ and $\rho+\sigma>0$, we obtain that

$$
w([P, Q])=\left(\frac{r+u}{l}-1, s+v-1\right)=w\left(\ell_{\rho, \sigma}([P, Q])\right)
$$

which proves (1). For statement (2) note that since $\rho>0$ and $\rho+\sigma>0$, it follows from (2.1), that

$$
w(P)+w(Q)-(1,1)=w\left(\ell_{\rho, \sigma}([P, Q])\right) \quad \Rightarrow \quad c_{001} \neq 0
$$

and then $w(P) \nsim w(Q)$.


Fig. 2. Proposition 2.4.
Proposition 2.4. (See Fig. 2.) Let $P, Q, R \in A_{1}^{(l)} \backslash\{0\}$ be such that $[P, Q]_{\rho, \sigma}=\ell_{\rho, \sigma}(R)$, where $(\rho, \sigma) \in \mathfrak{V}^{0}$. We have:
(1) $\mathrm{st}_{\rho, \sigma}(P) \nsim \mathrm{st}_{\rho, \sigma}(Q)$ if and only if $\mathrm{st}_{\rho, \sigma}(P)+\mathrm{st}_{\rho, \sigma}(Q)-(1,1)=\mathrm{st}_{\rho, \sigma}(R)$.
(2) $\mathrm{en}_{\rho, \sigma}(P) \nsim \mathrm{en}_{\rho, \sigma}(Q)$ if and only if $\mathrm{en}_{\rho, \sigma}(P)+\mathrm{en}_{\rho, \sigma}(Q)-(1,1)=\mathrm{en}_{\rho, \sigma}(R)$.

Proof. We only are going to prove the first statement since the second one is similar. Let $P_{1}$ and $Q_{1}$ be $(\rho, \sigma)$-homogeneous elements of $A_{1}^{(l)} \backslash\{0\}$, such that

$$
\begin{equation*}
v_{\rho, \sigma}\left(P-P_{1}\right)<v_{\rho, \sigma}\left(P_{1}\right) \quad \text { and } \quad v_{\rho, \sigma}\left(Q-Q_{1}\right)<v_{\rho, \sigma}\left(Q_{1}\right) \tag{2.2}
\end{equation*}
$$

Since

$$
[P, Q]=\left[P_{1}, Q_{1}\right]+\left[P_{1}, Q-Q_{1}\right]+\left[P-P_{1}, Q\right],
$$

and, by Remark 1.13,

$$
\begin{aligned}
v_{\rho, \sigma}\left(\left[P_{1}, Q-Q_{1}\right]\right) & \leqslant v_{\rho, \sigma}\left(P_{1}\right)+v_{\rho, \sigma}\left(Q-Q_{1}\right)-(\rho+\sigma) \\
& <v_{\rho, \sigma}\left(P_{1}\right)+v_{\rho, \sigma}\left(Q_{1}\right)-(\rho+\sigma) \\
& =v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)
\end{aligned}
$$

and

$$
v_{\rho, \sigma}\left(\left[P-P_{1}, Q\right]\right)<v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)
$$

from the fact that $P$ and $Q$ are not $(\rho, \sigma)$-proportional, it follows that

$$
\begin{equation*}
v_{\rho, \sigma}\left([P, Q]-\left[P_{1}, Q_{1}\right]\right)<v_{\rho, \sigma}([P, Q]) \tag{2.3}
\end{equation*}
$$

By inequalities (2.2) and (2.3),

$$
\ell_{\rho, \sigma}(P)=\ell_{\rho, \sigma}\left(P_{1}\right), \quad \ell_{\rho, \sigma}(Q)=\ell_{\rho, \sigma}\left(Q_{1}\right) \quad \text { and } \quad \ell_{\rho, \sigma}([P, Q])=\ell_{\rho, \sigma}\left(\left[P_{1}, Q_{1}\right]\right)
$$

which implies

$$
\operatorname{st}_{\rho, \sigma}(P)=\operatorname{st}_{\rho, \sigma}\left(P_{1}\right)=w\left(P_{1}\right), \quad \operatorname{st}_{\rho, \sigma}(Q)=\operatorname{st}_{\rho, \sigma}\left(Q_{1}\right)=w\left(Q_{1}\right)
$$

and

$$
w\left(\ell_{\rho, \sigma}\left(\left[P_{1}, Q_{1}\right]\right)\right)=w\left(\ell_{\rho, \sigma}([P, Q])\right)=w\left(\ell_{\rho, \sigma}(R)\right)=s t_{\rho, \sigma}(R) .
$$

Consequently, if $s t_{\rho, \sigma}(P) \nsim s t_{\rho, \sigma}(Q)$, then by statement (1) of Proposition 1.12 and statement (1) of Lemma 2.3,

$$
\operatorname{st}_{\rho, \sigma}(P)+\operatorname{st}_{\rho, \sigma}(Q)-(1,1)=w\left(\left[P_{1}, Q_{1}\right]\right)=\operatorname{st}_{\rho, \sigma}(R),
$$

as desired. Conversely, if $\mathrm{st}_{\rho, \sigma}(P)+\mathrm{st}_{\rho, \sigma}(\mathrm{Q})-(1,1)=\mathrm{st}_{\rho, \sigma}(R)$, then

$$
w\left(P_{1}\right)+w\left(Q_{1}\right)-(1,1)=w\left(\ell_{\rho, \sigma}\left(\left[P_{1}, Q_{1}\right]\right)\right),
$$

which, by statement (2) of Lemma 2.3, implies $w\left(P_{1}\right) \nsim w\left(Q_{1}\right)$, as we want.
Proposition 2.5. Let $(\rho, \sigma) \in \mathfrak{V}^{0}$ and $P, Q \in A_{1}^{(l)} \backslash\{0\}$. If

$$
\ell_{\rho, \sigma}(P)=\sum_{i=0}^{\alpha} \lambda_{i} x^{\frac{r}{T}-\frac{i \sigma}{\rho}} y^{s+i} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\sum_{j=0}^{\beta} \mu_{j} x^{\frac{u}{T}-\frac{j \sigma}{\rho}} y^{v+j},
$$

with $\lambda_{0}, \lambda_{\alpha}, \mu_{0}, \mu_{\beta} \neq 0$, then

$$
[P, Q]_{\rho, \sigma}=\sum \lambda_{i} \mu_{j} c_{i j} \chi^{\frac{r+u}{l}-\frac{(i+j) \sigma}{\rho}-1} y^{s+v+i+j-1},
$$

where $c_{i j}=\left(\frac{u}{T}-\frac{j \sigma}{\rho}, v+j\right) \times\left(\frac{r}{T}-\frac{i \sigma}{\rho}, s+i\right)$.
Proof. Write

$$
P=\sum_{i=0}^{\alpha} \lambda_{i} X^{\frac{r}{I}-\frac{i \sigma}{\rho}} Y^{s+i}+R_{P} \quad \text { and } \quad Q=\sum_{j=0}^{\beta} \mu_{j} X^{\frac{u}{I}-\frac{j \sigma}{\rho}} Y^{v+j}+R_{Q} .
$$

Since $v_{\rho, \sigma}\left(R_{P}\right)<v_{\rho, \sigma}(P)$ and $v_{\rho, \sigma}\left(R_{Q}\right)<v_{\rho, \sigma}(Q)$, from Remark 1.13 it follows that

$$
\begin{equation*}
[P, Q]=\sum_{i=0}^{\alpha} \sum_{j=0}^{\beta} \lambda_{i} \mu_{j}\left[X^{\frac{r}{I}-\frac{i \sigma}{\rho}} Y^{s+i}, X^{\frac{u}{I}-\frac{j \sigma}{\rho}} Y^{v+j}\right]+R, \tag{2.4}
\end{equation*}
$$

with $v_{\rho, \sigma}(R)<v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)$. On the other hand, since, by Lemma 1.7,

$$
X_{l}^{i} Y^{j} X^{i^{\prime}} Y^{j^{\prime}}=\sum_{k=0}^{j} k!\binom{j}{k}\binom{i^{\prime} / l}{k} X^{i+i^{\prime}}-k Y^{j+j^{\prime}-k},
$$

and $\rho+\sigma>0$, we have

$$
\begin{equation*}
\left[X^{\frac{r}{l}-\frac{i \sigma}{\rho}} Y^{S+i}, X^{\frac{u}{I}-\frac{j \sigma}{\rho}} Y^{v+j}\right]=c_{i j} X^{\frac{r+u}{l}-\frac{(i+j) \sigma}{\rho}-1} Y^{s+v+i+j-1}+R_{i j} \tag{2.5}
\end{equation*}
$$

with $v_{\rho, \sigma}\left(R_{i j}\right)<v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)$. Combining (2.4) with (2.5), we obtain that

$$
[P, Q]=\sum_{i=0}^{\alpha} \sum_{j=0}^{\beta} \lambda_{i} \mu_{j} c_{i j} X^{\frac{r+u}{L}-\frac{(i+i) \sigma}{\rho}-1} Y^{s+v+i+j-1}+R_{P Q},
$$

with $v_{\rho, \sigma}\left(R_{P Q}\right)<v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)$. Using now that

$$
v_{\rho, \sigma}\left(X^{\frac{r+u}{L}-\frac{i+j) \sigma}{\rho}-1} Y^{s+v+i+j-1}\right)=v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma),
$$

the result follows immediately.
Corollary 2.6. Let $(\rho, \sigma) \in \mathfrak{V}^{0}$ and $P, Q, P_{1}, Q_{1} \in A_{1}^{(l)} \backslash\{0\}$. If

$$
\ell_{\rho, \sigma}(P)=\ell_{\rho, \sigma}\left(P_{1}\right) \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\ell_{\rho, \sigma}\left(Q_{1}\right)
$$

then $[P, Q]_{\rho, \sigma}=\left[P_{1}, Q_{1}\right]_{\rho, \sigma}$.
Proof. By Proposition 2.5.
Corollary 2.7. Let $(\rho, \sigma) \in \mathfrak{V}^{0}$ and $P, Q \in A_{1}^{(l)} \backslash\{0\}$. If $[P, Q]_{\rho, \sigma}=0$, then

$$
\mathrm{st}_{\rho, \sigma}(P) \sim \mathrm{st}_{\rho, \sigma}(Q) \quad \text { and } \quad \mathrm{en}_{\rho, \sigma}(P) \sim \mathrm{en}_{\rho, \sigma}(Q) .
$$

Proof. This follows immediately from Proposition 2.5 , since

$$
\operatorname{st}_{\rho, \sigma}(P) \times \operatorname{st}_{\rho, \sigma}(Q)=c_{00} \quad \text { and } \quad \operatorname{en}_{\rho, \sigma}(P) \times \operatorname{en}_{\rho, \sigma}(Q)=c_{\alpha \beta},
$$

where we are using the same notations as in the statement of that result.
Definition 2.8. Let $P \in L^{(l)} \backslash\{0\}$ and $(\rho, \sigma) \in \mathfrak{V}^{0}$. If

$$
\ell_{\rho, \sigma}(P)=\sum_{i=0}^{\gamma} a_{i} x^{\frac{r}{-} \frac{i \sigma}{\rho}} y^{s+i} \quad \text { with } a_{0}, a_{\gamma} \neq 0
$$

we set

$$
f_{P, \rho, \sigma}^{(l)}:=\sum_{i=0}^{\gamma} a_{i} x^{i} \in K[x] .
$$

Furthermore, for $P \in A_{1}^{(l)}$ we set $f_{P, \rho, \sigma}^{(l)}:=f_{\Psi^{(l)}(P), \rho, \sigma}^{(l)}$. Note that $f_{P, \rho, \sigma}^{(l)}=f_{\ell_{\rho, \sigma}(P), \rho, \sigma}^{(l)}$.

Remark 2.9. Note that

$$
\begin{align*}
& \operatorname{st}_{\rho, \sigma}(P)=\left(\frac{r}{l}, s\right), \quad \operatorname{en}_{\rho, \sigma}(P)=\left(\frac{r}{l}-\frac{\gamma \sigma}{\rho}, s+\gamma\right) \quad \text { and } \\
& \ell_{\rho, \sigma}(P)=x^{\frac{r}{l}} y^{s} f_{P, \rho, \sigma}^{(l)}\left(x^{-\frac{\sigma}{\rho}} y\right) . \tag{2.6}
\end{align*}
$$

Remark 2.10. Let $(\rho, \sigma) \in \mathfrak{V}^{0}$. From Proposition 1.9 it follows immediately that

$$
f_{P Q, \rho, \sigma}^{(l)}=f_{P, \rho, \sigma}^{(l)} f_{Q, \rho, \sigma}^{(l)} \quad \text { for } P, Q \in A_{1}^{(l)} \backslash\{0\}
$$

The same result holds for $P, Q \in L^{(l)} \backslash\{0\}$.
Statement (2) of the following theorem justifies the terminology " $(\rho, \sigma)$-proportional" introduced in Definition 2.1.

Theorem 2.11. (Compare with [8, Lemma 2.7.ii3].) Let $P, Q \in A_{1}^{(l)} \backslash\{0\}$ and let $(\rho, \sigma) \in \mathfrak{V}^{0}$. Set $a:=$ $\frac{1}{\rho} v_{\rho, \sigma}(Q)$ and $b:=\frac{1}{\rho} v_{\rho, \sigma}(P)$.
(1) If $[P, Q]_{\rho, \sigma} \neq 0$, then there exist $h \in \mathbb{N}_{0}$ and $c \in \mathbb{Z}$, such that

$$
x^{h} f_{[P, Q]}=c f_{P} f_{Q}+a x f_{P}^{\prime} f_{Q}-b x f_{Q}^{\prime} f_{P}
$$

where $f_{P}:=f_{P, \rho, \sigma}^{(l)}, f_{Q}:=f_{Q, \rho, \sigma}^{(l)}$ and $f_{[P, Q]}:=f_{[P, Q], \rho, \sigma}^{(l)}$.
(2) If $[P, Q]_{\rho, \sigma}=0$ and $a, b>0$, then there exist $\lambda_{P}, \lambda_{Q} \in K^{\times}, m, n \in \mathbb{N}$ and $a(\rho, \sigma)$-homogeneous polynomial $R \in L^{(l)}$, with $\operatorname{gcd}(m, n)=1$ and $m / n=b / a$, such that

$$
\ell_{\rho, \sigma}(P)=\lambda_{P} R^{m} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\lambda_{Q} R^{n} .
$$

Proof. Write

$$
\ell_{\rho, \sigma}(P)=\sum_{i=0}^{\alpha} \lambda_{i} x^{\frac{r}{T}-\frac{i \sigma}{\rho}} y^{s+i} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\sum_{j=0}^{\beta} \mu_{j} x^{\frac{u}{T}-\frac{j \sigma}{\rho}} y^{v+j}
$$

with $\lambda_{0}, \lambda_{\alpha}, \mu_{0}, \mu_{\beta} \neq 0$. By Proposition 2.5,

$$
[P, Q]_{\rho, \sigma}=\sum \lambda_{i} \mu_{j} c_{i j} x^{\frac{r+u}{l}-\frac{(i+j) \sigma}{\rho}-1} y^{s+v+i+j-1}
$$

where $c_{i j}:=\left(\frac{u}{l}-\frac{j \sigma}{\rho}, v+j\right) \times\left(\frac{r}{l}-\frac{i \sigma}{\rho}, s+i\right)$. Set

$$
F(x):=\sum_{i, j} \lambda_{i} \mu_{j} c_{i j} x^{i+j}
$$

Note that if $[P, Q]_{\rho, \sigma}=0$, then $F=0$, and if $[P, Q]_{\rho, \sigma} \neq 0$, then $F=x^{h} f_{[P, Q]}$, where $h$ is the multiplicity of $x$ in $F$. Also note that

$$
a=(u / l, v) \times(-\sigma / \rho, 1) \quad \text { and } \quad b=-(-\sigma / \rho, 1) \times(r / l, s) .
$$

Let $c:=(u / l, v) \times(r / l, s)$. Clearly $c_{i j}=c+i a-j b$. Since

$$
\sum_{i, j} \lambda_{i} \mu_{j} x^{i+j}=f_{P} f_{Q}, \quad \sum_{i, j} i \lambda_{i} \mu_{j} x^{i+j}=x f_{P}^{\prime} f_{Q} \quad \text { and } \quad \sum_{i, j} j \lambda_{i} \mu_{j} x^{i+j}=x f_{Q}^{\prime} f_{P}
$$

we have

$$
\begin{equation*}
F=c f_{P} f_{Q}+a x f_{P}^{\prime} f_{Q}-b x f_{Q}^{\prime} f_{P} \tag{2.7}
\end{equation*}
$$

Statement (1) follows immediately from this fact. Assume now that $[P, Q]_{\rho, \sigma}=0$ and that $a, b>0$. In this case $F=0$ and, in particular, $c=c_{00}=\frac{F(0)}{\lambda_{0} \mu_{0}}=0$. Hence, (2.7) becomes

$$
\begin{equation*}
a f_{P}^{\prime} f_{Q}-b f_{Q}^{\prime} f_{P}=0 \tag{2.8}
\end{equation*}
$$

Let $\bar{l} \in \mathbb{N}$ be such that $\bar{a}:=\bar{l} a$ and $\bar{b}:=\bar{l} b$ are natural numbers. Since (2.8) implies $\left(f_{P}^{\bar{a}} / f_{Q}^{\bar{b}}\right)^{\prime}=0$, there exists $\lambda \in K^{\times}$, such that $f_{P}^{\bar{a}}=\lambda f_{Q}^{\bar{b}}$. Hence, there are $g \in K[x]$ and $\lambda_{P}, \lambda_{Q} \in K^{\times}$, satisfying

$$
\begin{equation*}
f_{P}=\lambda_{P} g^{m} \quad \text { and } \quad f_{Q}=\lambda_{Q} g^{n} \tag{2.9}
\end{equation*}
$$

where $m:=\bar{b} / \operatorname{gcd}(\bar{a}, \bar{b})$ and $n:=\bar{a} / \operatorname{gcd}(\bar{a}, \bar{b})$. By Remark 2.9 and Corollary 2.7,

$$
\left(\frac{r}{l}, s\right)=\operatorname{st}_{\rho, \sigma}(P) \sim \mathrm{st}_{\rho, \sigma}(Q)=\left(\frac{u}{l}, v\right)
$$

So, since $a, b>0$, there exists $\lambda \in \mathbb{Q}$ such that $(r / l, s)=\lambda(u / l, v)$. Applying $v_{\rho, \sigma}$ to this equality we obtain that $\rho b=\lambda \rho a$, from which $\lambda=b / a=m / n$. Thus $m(u, l v)=n(r, l s)$, and so there exists $(p, \bar{q}) \in \mathbb{Z} \times \mathbb{N}_{0}$, such that

$$
(u, l v)=n(p, \bar{q}) \quad \text { and } \quad(r, l s)=m(p, \bar{q})
$$

In particular $l \mid n \bar{q}$ and $l \mid m \bar{q}$, and so $l \mid \bar{q}$, since $m$ and $n$ are coprime. Hence,

$$
\begin{equation*}
(u / l, v)=n(p / l, q) \quad \text { and } \quad(r / l, s)=m(p / l, q) \tag{2.10}
\end{equation*}
$$

where $q:=\bar{q} / l$. If $g=\sum_{i=0}^{\gamma} \nu_{i} x^{i}$ with $\nu_{\gamma} \neq 0$, then, by (2.9) and (2.10),

$$
R:=\sum_{i=0}^{\gamma} v_{i} x^{\frac{p}{I}-i \frac{\sigma}{\rho}} y^{q+i}
$$

satisfies

$$
\ell_{\rho, \sigma}(P)=x^{\frac{r}{l}} y^{s} f_{P}\left(x^{-\frac{\sigma}{\rho}} y\right)=\lambda_{P}\left(x^{\frac{p}{l}} y^{q} g\left(x^{-\frac{\sigma}{\rho}} y\right)\right)^{m}=\lambda_{P} R^{m}
$$

and

$$
\ell_{\rho, \sigma}(Q)=x^{\frac{u}{T}} y^{v} f_{Q}\left(x^{-\frac{\sigma}{\rho}} y\right)=\lambda_{Q}\left(x^{\frac{p}{T}} y^{q} g\left(x^{-\frac{\sigma}{\rho}} y\right)\right)^{n}=\lambda_{Q} R^{n}
$$



Fig. 3. Order relation in $\overline{\mathfrak{V}}$.
In order to finish the proof of statement (2) it suffices to check that $R \in L^{(l)}$. First note that $R$ belongs to the field of fractions of $L^{(l)}$, because $R^{m}, R^{n} \in L^{(l)}$ and $\operatorname{gcd}(m, n)=1$. But then $R \in L^{(l)}$, since $R^{m} \in L^{(l)}$.

## 3. Order on directions

In this section we establish an order relation on the directions and we associate with each $P \in A_{1}^{(l)}$ a finite ordered set of directions $\operatorname{Dir}(P)$. The main result is Proposition 3.7, which states that if $\left(\rho_{1}, \sigma_{1}\right)<\left(\rho_{2}, \sigma_{2}\right)$ are two consecutive directions in $\operatorname{Dir}(P)$, then $\mathrm{st}_{\rho_{2}, \sigma_{2}}(P)$ coincides with $e n_{\rho_{1}, \sigma_{1}}(P)$ and with $\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)$ for each intermediate direction $(\rho, \sigma)$. Another useful result is Proposition 3.9, which compares $v_{\rho^{\prime}, \sigma^{\prime}}\left(\operatorname{st}_{\rho, \sigma}(P)\right)$ with $v_{\rho^{\prime}, \sigma^{\prime}}\left(\operatorname{en}_{\rho, \sigma}(P)\right)$ for $\left(\rho^{\prime}, \sigma^{\prime}\right) \neq(\rho, \sigma)$.

We define an order relation on $\mathfrak{V}$ by setting $\left(\rho_{1}, \sigma_{1}\right) \leqslant(\rho, \sigma)$ if $\left(\rho_{1}, \sigma_{1}\right) \times(\rho, \sigma) \geqslant 0$. We can extend this order to all of $\overline{\mathfrak{V}}$ by setting

$$
(1,-1)<(\rho, \sigma)<(-1,1) \quad \text { for all }(\rho, \sigma) \in \mathfrak{V}
$$

Note that if $(\rho, \sigma),\left(\rho_{1} \sigma_{1}\right) \in \overline{\mathfrak{V}}$ and $\left\{(\rho, \sigma),\left(\rho_{1} \sigma_{1}\right)\right\} \neq\{(1,-1),(-1,1)\}$ (see Fig. 3), then

$$
\left(\rho_{1}, \sigma_{1}\right)<(\rho, \sigma) \quad \Leftrightarrow \quad\left(\rho_{1}, \sigma_{1}\right) \times(\rho, \sigma)>0
$$

Definition 3.1. (See Fig. 4.) Let $P \in A_{1}^{(l)} \backslash\{0\}$. We define the set of directions associated with $P$ as

$$
\operatorname{Dir}(P):=\left\{(\rho, \sigma) \in \mathfrak{V}: \# \operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)>1\right\}
$$

and we set $\overline{\operatorname{Dir}}(P):=\operatorname{Dir}(P) \cup\{(1,-1),(-1,1)\}$. We make a similar definition for $P \in L^{(l)} \backslash\{0\}$.

For each $(r / l, s) \in \frac{1}{l} \mathbb{Z} \times \mathbb{Z} \backslash \mathbb{Z}(1,1)$ there exists a unique $(\rho, \sigma) \in \mathfrak{V}$, denoted by $\operatorname{dir}(r / l, s)$, such that $v_{\rho, \sigma}(r / l, s)=0$. In fact clearly

$$
(\rho, \sigma):= \begin{cases}(-l s / d, r / d) & \text { if } r-l s>0  \tag{3.1}\\ (l s / d,-r / d) & \text { if } r-l s<0\end{cases}
$$

where $d:=\operatorname{gcd}(r, l s)$, satisfies the required condition, and the uniqueness is evident.

Remark 3.2. Note that

$$
(\rho, \sigma)=\operatorname{dir}\left(\operatorname{en}_{\rho, \sigma}(P)-\operatorname{st}_{\rho, \sigma}(P)\right) \quad \text { for all } P \in A_{1}^{(l)} \backslash\{0\} \quad \text { and } \quad(\rho, \sigma) \in \operatorname{Dir}(P)
$$



Fig. 4. Definition 3.1.
Our next purpose is to prove Proposition 3.7 below. For $P \in A_{1}^{(l)} \backslash\{0\}$ and $(\rho, \sigma) \in \mathfrak{V}$, we consider the following two sets of directions:

$$
\operatorname{Dirsup}_{P}(\rho, \sigma):=\left\{\operatorname{dir}((i / l, j)-\mathrm{en}):(i / l, j) \in \operatorname{Supp}(P) \text { and } v_{-1,1}(i / l, j)>v_{-1,1}(\mathrm{en})\right\}
$$

and

$$
\operatorname{Dirinf}_{P}(\rho, \sigma):=\left\{\operatorname{dir}((i / l, j)-\mathrm{st}):(i / l, j) \in \operatorname{Supp}(P) \text { and } v_{1,-1}(i / l, j)>v_{1,-1}(\mathrm{st})\right\},
$$ where for the sake of brevity we set en $:=\mathrm{en}_{\rho, \sigma}(P)$ and $s t:=\operatorname{st}_{\rho, \sigma}(P)$.

Lemma 3.3. Let $P \in A_{1}^{(l)} \backslash\{0\}$ and $(\rho, \sigma) \in \mathfrak{V}$.
(1) If $\left(\rho_{1}, \sigma_{1}\right) \in \operatorname{Dirsup}_{P}(\rho, \sigma)$, then $\left(\rho_{1}, \sigma_{1}\right)>(\rho, \sigma)$.
(2) If $\left(\rho_{1}, \sigma_{1}\right) \in \operatorname{Dirinf}_{p}(\rho, \sigma)$, then $\left(\rho_{1}, \sigma_{1}\right)<(\rho, \sigma)$.

Proof. We only prove statement (1) and leave the other one to the reader. Clearly, if

$$
(i / l, j) \in \operatorname{Supp}(P) \quad \text { and } \quad v_{\rho, \sigma}(i / l, j)=v_{\rho, \sigma}(P)
$$

then $(i / l, j) \in \operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)$, and so $v_{-1,1}(i / l, j) \leqslant v_{-1,1}(\mathrm{en})$. Consequently, if

$$
(i / l, j) \in \operatorname{Supp}(P) \quad \text { and } \quad v_{-1,1}(i / l, j)>v_{-1,1}(\mathrm{en}),
$$

then $v_{\rho, \sigma}(i / l, j)<v_{\rho, \sigma}(P)=v_{\rho, \sigma}($ en $)$. This means

$$
\begin{equation*}
v_{\rho, \sigma}(a, b)<0, \tag{3.2}
\end{equation*}
$$

where $(a, b):=(i / l, j)-$ en. Note that $v_{-1,1}(i / l, j)>v_{-1,1}($ en $)$ now reads

$$
b-a=v_{-1,1}(a, b)>0 .
$$

But then

$$
\left(\rho_{1}, \sigma_{1}\right):=\operatorname{dir}((i / l, j)-\mathrm{en})=\operatorname{dir}(a, b)=\lambda(b,-a),
$$

for some $\lambda>0$. Hence

$$
0>v_{\rho, \sigma}(a, b)=a \rho+b \sigma=-\frac{1}{\lambda}\left(\sigma_{1} \rho-\rho_{1} \sigma\right)=-\frac{1}{\lambda}(\rho, \sigma) \times\left(\rho_{1}, \sigma_{1}\right)
$$

This yields $(\rho, \sigma) \times\left(\rho_{1}, \sigma_{1}\right)>0$, and so $\left(\rho_{1}, \sigma_{1}\right)>(\rho, \sigma)$, as desired.
Lemma 3.4. Let $P,(\rho, \sigma)$, st and en be as before. We have:
(1) If $(i / l, j) \in \operatorname{Supp}(P),\left(\rho^{\prime}, \sigma^{\prime}\right)>(\rho, \sigma)$ and $v_{-1,1}(i / l, j) \leqslant v_{-1,1}(\mathrm{en})$, then

$$
\begin{equation*}
v_{\rho^{\prime}, \sigma^{\prime}}(i / l, j) \leqslant v_{\rho^{\prime}, \sigma^{\prime}}(\mathrm{en}) \tag{3.3}
\end{equation*}
$$

Moreover, if $\left(\rho^{\prime}, \sigma^{\prime}\right) \neq(-1,1)$, then equality holds if and only if $(i / l, j)=\mathrm{en}$.
(2) If $(i / l, j) \in \operatorname{Supp}(P),\left(\rho^{\prime}, \sigma^{\prime}\right)<(\rho, \sigma)$ and $v_{1,-1}(i / l, j) \leqslant v_{1,-1}$ (st), then

$$
v_{\rho^{\prime}, \sigma^{\prime}}(i / l, j) \leqslant v_{\rho^{\prime}, \sigma^{\prime}}(\mathrm{st})
$$

Moreover, if $\left(\rho^{\prime}, \sigma^{\prime}\right) \neq(1,-1)$, then equality holds if and only if $(i / l, j)=s t$.

Proof. We prove statement (1) and leave the proof of statement (2), which is similar, to the reader. Set $(a, b):=(i / l, j)-$ en. Since, by hypothesis, $\rho \sigma^{\prime}-\sigma \rho^{\prime}>0$ and $b-a \leqslant 0$, it is true that

$$
\begin{equation*}
b \rho \sigma^{\prime}+\sigma \rho_{1} a-a \rho \sigma^{\prime}-b \sigma \rho^{\prime} \leqslant 0 \tag{3.4}
\end{equation*}
$$

and the equality holds if and only if $b=a$. We also know that $v_{\rho, \sigma}(i / l, j) \leqslant v_{\rho, \sigma}($ en $)$, which means that $\rho a+\sigma b \leqslant 0$. Since $\rho^{\prime}+\sigma^{\prime} \geqslant 0$, we obtain

$$
\begin{equation*}
\rho^{\prime} \rho a+\sigma^{\prime} \sigma b+\rho^{\prime} \sigma b+\sigma^{\prime} \rho a=(\rho a+\sigma b)\left(\rho^{\prime}+\sigma^{\prime}\right) \leqslant 0 \tag{3.5}
\end{equation*}
$$

Summing up (3.4) and (3.5), we obtain

$$
0 \geqslant \rho \rho^{\prime} a+\sigma \sigma^{\prime} b+\rho \sigma^{\prime} b+\sigma \rho^{\prime} a=(\rho+\sigma)\left(\rho^{\prime} a+\sigma^{\prime} b\right)
$$

and so $v_{\rho^{\prime}, \sigma^{\prime}}(a, b) \leqslant 0$, as desired. Moreover, if the equality is true, then (3.4) is also an equality, and so $b=a$. Hence $0=v_{\rho^{\prime}, \sigma^{\prime}}(a, a)=\left(\rho^{\prime}+\sigma^{\prime}\right) a$, which implies that $a=0$ or $\left(\rho^{\prime}, \sigma^{\prime}\right)=(-1,1)$. Thus, is ( $\left.\rho^{\prime}, \sigma^{\prime}\right) \neq(-1,1)$ and equality holds in (3.3), then $(i / l, j)=$ en.

Notation 3.5. Let $P$ and $(\rho, \sigma)$ be as before.

- If $\operatorname{Dirsup}_{P}(\rho, \sigma) \neq \emptyset$, then we set $\operatorname{Succ}_{P}(\rho, \sigma):=\min _{\operatorname{Dirsup}_{P}}(\rho, \sigma)$.
- if $\operatorname{Dirinf}_{P}(\rho, \sigma) \neq \emptyset$, then we set $\operatorname{Pred}_{P}(\rho, \sigma):=m a x \operatorname{Dirinf}_{P}(\rho, \sigma)$.

Lemma 3.6. Let $P,(\rho, \sigma)$, st and en be as before. We have:
(1) $\operatorname{Succ}_{P}(\rho, \sigma) \in \operatorname{Dir}(P)$ and en $=\operatorname{stsucc}_{P}(\rho, \sigma)(P)$.
(2) $\operatorname{Pred}_{P}(\rho, \sigma) \in \operatorname{Dir}(P)$ and $s t=\operatorname{en}_{\operatorname{Pred}_{P}(\rho, \sigma)}(P)$.

Proof. We only prove statement (1), since (2) is similar. Set $\left(\rho_{1}, \sigma_{1}\right):=\operatorname{Succ}_{P}(\rho, \sigma)$. By definition, there exists an $\left(i_{0} / l, j_{0}\right) \in \operatorname{Supp}(P)$, such that

$$
v_{-1,1}\left(i_{0} / l, j_{0}\right)>v_{-1,1}(\mathrm{en}) \quad \text { and } \quad\left(\rho_{1}, \sigma_{1}\right)=\operatorname{dir}\left(\left(i_{0} / l, j_{0}\right)-\mathrm{en}\right)
$$

Therefore,

$$
\begin{equation*}
\left(i_{0} / l, j_{0}\right) \neq \mathrm{en} \quad \text { and } \quad v_{\rho_{1}, \sigma_{1}}(\mathrm{en})=v_{\rho_{1}, \sigma_{1}}\left(i_{0} / l, j_{0}\right) \tag{3.6}
\end{equation*}
$$

Hence $\left(\rho_{1}, \sigma_{1}\right) \neq(-1,1)$, since otherwise, $v_{\rho_{1}, \sigma_{1}}(\mathrm{en})<v_{\rho_{1}, \sigma_{1}}\left(i_{0} / l, j_{0}\right)$. We claim that

$$
v_{\rho_{1}, \sigma_{1}}(P)=v_{\rho_{1}, \sigma_{1}}(\mathrm{en}),
$$

which, by (3.6), proves that $\left(\rho_{1}, \sigma_{1}\right) \in \operatorname{Dir}(P)$. In fact, assume on the contrary that there exists $(i / l, j) \in \operatorname{Supp}(P)$ with

$$
\begin{equation*}
v_{\rho_{1}, \sigma_{1}}(i / l, j)>v_{\rho_{1}, \sigma_{1}}(\mathrm{en}) . \tag{3.7}
\end{equation*}
$$

By statement (1) of Lemma 3.3 and statement (1) of Lemma 3.4,

$$
v_{-1,1}(i / l, j)>v_{-1,1}(\mathrm{en}),
$$

and consequently $(a, b):=(i / l, j)-$ en satisfies $b-a>0$. Hence

$$
\left(\rho_{2}, \sigma_{2}\right):=\operatorname{dir}((i / l, j)-\mathrm{en})=\operatorname{dir}(a, b)=\lambda(b,-a)
$$

with $\lambda>0$. Now (3.7) leads to

$$
0<\left(\rho_{1}, \sigma_{1}\right) \cdot(a, b)=\frac{1}{\lambda}\left(\rho_{2} \sigma_{1}-\sigma_{2} \rho_{1}\right)=\frac{1}{\lambda}\left(\rho_{2}, \sigma_{2}\right) \times\left(\rho_{1}, \sigma_{1}\right),
$$

which implies that $\left(\rho_{2}, \sigma_{2}\right)<\left(\rho_{1}, \sigma_{1}\right)$. But this fact is impossible, since $\left(\rho_{1}, \sigma_{1}\right)$ is minimal in $\operatorname{Dirsup}_{p}(\rho, \sigma)$ and $\left(\rho_{2}, \sigma_{2}\right) \in \operatorname{Dirsup}_{p}(\rho, \sigma)$. This proves the claim and so $\operatorname{Succ}_{P}(\rho, \sigma) \in \operatorname{Dir}(P)$. Finally we will check that en $=\operatorname{st}_{\rho_{1}, \sigma_{1}}(P)$. For this, it suffices to prove that

$$
(i / l, j) \in \operatorname{Supp}\left(\ell_{\rho_{1}, \sigma_{1}}(P)\right) \quad \Rightarrow \quad v_{1,-1}(i / l, j) \leqslant v_{1,-1}(\mathrm{en})
$$

or, equivalently, that $v_{-1,1}(i / l, j) \geqslant v_{-1,1}(e n)$. To do this we first note that by statement (1) of Lemma 3.3 we have $\left(\rho_{1}, \sigma_{1}\right)>(\rho, \sigma)$. Since, moreover $(i / l, j) \in \operatorname{Supp}(P)$ and $\left(\rho_{1}, \sigma_{1}\right) \neq(-1,1)$, using statement (1) of Lemma 3.4, it follows that

$$
v_{-1,1}(i / l, j)<v_{-1,1}(\mathrm{en}) \quad \Rightarrow \quad v_{\rho_{1}, \sigma_{1}}(i / l, j)<v_{\rho_{1}, \sigma_{1}}(\mathrm{en})
$$

which is a contradiction.
Proposition 3.7. (See Fig. 5.) Let $P \in A_{1}^{(l)} \backslash\{0\}$ and let $\left(\rho_{1}, \sigma_{1}\right)>\left(\rho_{2}, \sigma_{2}\right)$ be consecutive elements in $\overline{\operatorname{Dir}}(P)$.
(1) If $\left(\rho_{1}, \sigma_{1}\right) \in \operatorname{Dir}(P)$ and $\left(\rho_{1}, \sigma_{1}\right)>(\rho, \sigma) \geqslant\left(\rho_{2}, \sigma_{2}\right)$, then $\left(\rho_{1}, \sigma_{1}\right)=\operatorname{Succ}_{P}(\rho, \sigma)$.
(2) If $\left(\rho_{2}, \sigma_{2}\right) \in \operatorname{Dir}(P)$ and $\left(\rho_{1}, \sigma_{1}\right) \geqslant(\rho, \sigma)>\left(\rho_{2}, \sigma_{2}\right)$, then $\left(\rho_{2}, \sigma_{2}\right)=\operatorname{Pred}_{P}(\rho, \sigma)$.
(3) If $\left(\rho_{1}, \sigma_{1}\right)>(\rho, \sigma)>\left(\rho_{2}, \sigma_{2}\right)$, then $\left\{\operatorname{st}_{\rho_{1}, \sigma_{1}}(P)\right\}=\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)=\left\{\operatorname{en}_{\rho_{2}, \sigma_{2}}(P)\right\}$.


Fig. 5. Proposition 3.7.
Proof. (1) By statement (1) of Lemma 3.3 and statement (1) of Lemma 3.6, the existence of $\operatorname{Succ}_{P}(\rho, \sigma)$ implies

$$
(\rho, \sigma)<\operatorname{Succ}_{P}(\rho, \sigma) \quad \text { and } \quad \operatorname{Succ}_{P}(\rho, \sigma) \in \operatorname{Dir}(P) .
$$

Hence $\left(\rho_{1}, \sigma_{1}\right) \leqslant \operatorname{Succ}_{P}(\rho, \sigma)$. Consequently, we are reduced to prove that $\operatorname{Succ}_{P}(\rho, \sigma)$ exists and that $\left(\rho_{1}, \sigma_{1}\right) \geqslant \operatorname{Succ}_{P}(\rho, \sigma)$. For the existence it suffices to check that $\operatorname{Dirsup}_{p}(\rho, \sigma) \neq \emptyset$. Assume on the contrary that $\operatorname{Dirsup}_{P}(\rho, \sigma)=\emptyset$. Then, by definition

$$
v_{-1,1}(i / l, j) \leqslant v_{-1,1}\left(\mathrm{en}_{\rho, \sigma}\right)(P) \quad \text { for all }(i / l, j) \in \operatorname{Supp}(P)
$$

Therefore, since $\left(\rho_{1}, \sigma_{1}\right) \neq(-1,1)$, from statement (1) of Lemma 3.4 it follows that

$$
\operatorname{Supp}\left(\ell_{\rho_{1}, \sigma_{1}}(P)\right)=\left\{\operatorname{en}_{\rho, \sigma}(P)\right\}
$$

and so $\left(\rho_{1}, \sigma_{1}\right) \notin \operatorname{Dir}(P)$, which is a contradiction. Now we will prove that $\left(\rho_{1}, \sigma_{1}\right) \geqslant \operatorname{Succ}_{P}(\rho, \sigma)$. Since $\left(\rho_{1}, \sigma_{1}\right)$ is the minimum element of $\operatorname{Dir}(P)$ that is greater than $(\rho, \sigma)$, it suffices to prove that there exists no $\left(\rho_{3}, \sigma_{3}\right) \in \operatorname{Dir}(P)$ such that $\operatorname{Succ}_{\rho, \sigma}(P)>\left(\rho_{3}, \sigma_{3}\right)>(\rho, \sigma)$. In other words that

$$
\operatorname{Succ}_{\rho, \sigma}(P)>\left(\rho_{3}, \sigma_{3}\right)>(\rho, \sigma) \quad \Rightarrow \quad\left(\rho_{3}, \sigma_{3}\right) \notin \operatorname{Dir}(P)
$$

So assume that $\operatorname{Succ}_{P}(\rho, \sigma)>\left(\rho_{3}, \sigma_{3}\right)>(\rho, \sigma)$ and take $(i / l, j) \in \operatorname{Supp}\left(\ell_{\rho_{3}, \sigma_{3}}(P)\right)$. We claim that $(i / l, j)=\mathrm{en}_{\rho, \sigma}(P)$, which will show that $\operatorname{Supp}\left(\ell_{\rho_{3}, \sigma_{3}}(P)\right)=\left\{\mathrm{en}_{\rho, \sigma}(P)\right\}$, and consequently, that $\left(\rho_{3}, \sigma_{3}\right) \notin \operatorname{Dir}(P)$. If $v_{-1,1}(i / l, j) \leqslant v_{-1,1}\left(\mathrm{en}_{\rho, \sigma}(P)\right)$, then the claim follows from statement (1) of Lemma 3.4, applied to $\left(\rho_{3}, \sigma_{3}\right)$ instead of $\left(\rho_{1}, \sigma_{1}\right)$. Thus we can assume without loss of generality, that $v_{-1,1}(i / l, j) \geqslant v_{-1,1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)$. Now, by statement (1) of Lemma 3.6, we know that $\operatorname{st}_{\operatorname{Succ}_{P}(\rho, \sigma)}(P)=\mathrm{en}_{\rho, \sigma}(P)$, and so

$$
v_{1,-1}(i / l, j) \leqslant v_{1,-1}(\mathrm{en})=v_{1,-1}\left(\operatorname{st}_{\operatorname{succ}_{P}(\rho, \sigma)}(P)\right)
$$

Consequently, applying statement (2) of Lemma 3.4 , with $\operatorname{Succ}_{P}(\rho, \sigma)$ instead of $(\rho, \sigma)$ and $\left(\rho_{3}, \sigma_{3}\right)$ instead of $\left(\rho_{1}, \sigma_{1}\right)$, and taking into account that $(i / l, j) \in \operatorname{Supp}\left(\ell_{\rho_{3}, \sigma_{3}}(P)\right)$, we obtain

$$
v_{\rho_{3}, \sigma_{3}}(i / l, j)=v_{\rho_{3}, \sigma_{3}}\left(\operatorname{st}_{\operatorname{succ}_{\rho, \sigma}(P)}(P)\right)
$$

But, since $\left(\rho_{3}, \sigma_{3}\right) \neq(1,-1)$, from statement (2) of Lemma 3.4 it follows that

$$
(i / l, j)=\operatorname{st}_{\operatorname{succ}_{\rho, \sigma}(P)}(P)=\operatorname{en}_{\rho, \sigma}(P)
$$

which proves the claim.
(2) It is similar to the proof of statement (1).
(3) Since $\left\{\operatorname{en}_{P}(\rho, \sigma)\right\}=\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)$, from statement (1) and Lemma 3.6 it follows that

$$
\left(\rho_{1}, \sigma_{1}\right) \in \operatorname{Dir}(P) \Rightarrow\left\{\operatorname{st}_{\rho_{1}, \sigma_{1}}(P)\right\}=\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)
$$

This conclude the proof of the first equality in (3) when $\left(\rho_{1}, \sigma_{1}\right)<(-1,1)$. A symmetric argument shows that

$$
\left(\rho_{2}, \sigma_{2}\right) \in \operatorname{Dir}(P) \quad \Rightarrow \quad\left\{\operatorname{en}_{\rho_{2}, \sigma_{2}}(P)\right\}=\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)
$$

which gives the second equality in (3) when $\left(\rho_{2}, \sigma_{2}\right)>(1,-1)$. Assume now that

$$
\left(\rho_{1}, \sigma_{1}\right)=(-1,1) \quad \text { and } \quad\left(\rho_{2}, \sigma_{2}\right) \neq(1,-1)
$$

Then $\operatorname{Dirsup}_{\rho_{2}, \sigma_{2}}(P)=\emptyset$ by statement (1) of Lemma 3.3 and statement (1) of Lemma 3.6. Hence

$$
v_{-1,1}(i / l, j) \leqslant v_{-1,1}\left(\operatorname{en}_{\rho_{2}, \sigma_{2}}(P)\right)
$$

for all $(i / l, j) \in \operatorname{Supp}(P)$. Consequently, en ${\rho_{2}, \sigma_{2}}(P) \in \operatorname{Supp}\left(\ell_{-1,1}(P)\right)$, and so

$$
\mathrm{st}_{-1,1}(P)=\mathrm{en}_{\rho_{2}, \sigma_{2}}(P)+(a, a)
$$

for some $a \geqslant 0$. But necessarily $a=0$, since $a>0$ leads to the contradiction

$$
v_{\rho_{2}, \sigma_{2}}\left(\operatorname{st}_{-1,1}(P)\right)=v_{\rho_{2}, \sigma_{2}}\left(\operatorname{en}_{\rho_{2}, \sigma_{2}}(P)+(a, a)\right)=v_{\rho_{2}, \sigma_{2}}(P)+a\left(\rho_{2}+\sigma_{2}\right)
$$

Thus

$$
\left\{\operatorname{st}_{\rho_{1}, \sigma_{1}}(P)\right\}=\left\{\operatorname{en}_{\rho_{2}, \sigma_{2}}(P)\right\}=\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)
$$

Similarly, if $\left(\rho_{1}, \sigma_{1}\right) \neq(-1,1)$ and $\left(\rho_{2}, \sigma_{2}\right)=(1,-1)$, then

$$
\left\{\operatorname{st}_{\rho_{1}, \sigma_{1}}(P)\right\}=\left\{\operatorname{en}_{\rho_{2}, \sigma_{2}}(P)\right\}=\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)
$$

Finally assume that $\left(\rho_{1}, \sigma_{1}\right)=(-1,1)$ and $\left(\rho_{2}, \sigma_{2}\right)=(1,-1)$. Then $\operatorname{Dir}(P)=\emptyset$ and hence, by Lemma 3.6 we know that $\operatorname{Dirsup}_{P}(\rho, \sigma)=\operatorname{Dirinf}_{P}(\rho, \sigma)=\emptyset$. Therefore

$$
\begin{equation*}
v_{-1,1}(P)=v_{-1,1}\left(\operatorname{en}_{\rho, \sigma}(P)\right) \quad \text { and } \quad v_{1,-1}(P)=v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(P)\right) \tag{3.8}
\end{equation*}
$$

But, since en ${ }_{\rho, \sigma}(P)=\mathrm{st}_{\rho, \sigma}(P)$, equalities (3.8) imply that $P=\ell_{-1,1}(P)$. So,

$$
\left\{\operatorname{en}_{1,-1}(P)\right\}=\{w(P)\}=\{\bar{w}(P)\}=\left\{\operatorname{st}_{-1,1}(P)\right\}=\operatorname{Supp}\left(\ell_{\rho, \sigma}(P)\right)
$$

as desired.

Remark 3.8. Let $(\rho, \sigma) \in \mathfrak{V}$. By statement (1) of Lemma 3.3, statement (1) of Lemma 3.6 and statement (1) of Proposition 3.7, we know that

$$
\text { there exists } \begin{aligned}
\operatorname{Succ}_{P}(\rho, \sigma) & \Leftrightarrow \operatorname{Dirsup}_{P}(\rho, \sigma) \neq \emptyset \\
& \Leftrightarrow\left\{\left(\rho^{\prime}, \sigma^{\prime}\right) \in \operatorname{Dir}(P):(\rho, \sigma)<\left(\rho^{\prime}, \sigma^{\prime}\right)\right\} \neq \emptyset
\end{aligned}
$$

and, in this case,

$$
\operatorname{Succ}_{P}(\rho, \sigma)=\min \left\{\left(\rho^{\prime}, \sigma^{\prime}\right) \in \operatorname{Dir}(P):(\rho, \sigma)<\left(\rho^{\prime}, \sigma^{\prime}\right)\right\} .
$$

Similarly,

$$
\text { there exists } \begin{aligned}
\operatorname{Succ}_{P}(\rho, \sigma) & \Leftrightarrow \operatorname{Dirinf}_{P}(\rho, \sigma) \neq \emptyset \\
& \Leftrightarrow\left\{\left(\rho^{\prime}, \sigma^{\prime}\right) \in \operatorname{Dir}(P):\left(\rho^{\prime}, \sigma^{\prime}\right)<(\rho, \sigma)\right\} \neq \emptyset
\end{aligned}
$$

and, in this case,

$$
\operatorname{Pred}_{P}(\rho, \sigma)=\max \left\{\left(\rho^{\prime}, \sigma^{\prime}\right) \in \operatorname{Dir}(P):\left(\rho^{\prime}, \sigma^{\prime}\right)<(\rho, \sigma)\right\}
$$

Proposition 3.9. Let $P \in A_{1}^{(l)} \backslash\{0\}$ and $(\rho, \sigma) \in \operatorname{Val}(P)$. We have:
(1) If $\left(\rho^{\prime}, \sigma^{\prime}\right) \in \overline{\mathfrak{V}}$ satisfy $(\rho, \sigma)<\left(\rho^{\prime}, \sigma^{\prime}\right)$, then $v_{\rho^{\prime}, \sigma^{\prime}}\left(\operatorname{st}_{\rho, \sigma}(P)\right)<v_{\rho^{\prime}, \sigma^{\prime}}\left(\operatorname{en}_{\rho, \sigma}(P)\right)$,
(2) If $\left(\rho^{\prime}, \sigma^{\prime}\right) \in \overline{\mathfrak{V}}$ satisfy $\left(\rho^{\prime}, \sigma^{\prime}\right)<(\rho, \sigma)$, then $v_{\rho^{\prime}, \sigma^{\prime}}\left(\operatorname{st}_{\rho, \sigma}(P)\right)>v_{\rho^{\prime}, \sigma^{\prime}}\left(\operatorname{en}_{\rho, \sigma}(P)\right)$.

The same properties hold for $P \in L^{(l)} \backslash\{0\}$.
Proof. We only prove the first statement because the second one is similar. If $\left(\rho^{\prime}, \sigma^{\prime}\right) \neq(-1,1)$ we apply statement (1) of Lemma 3.4 with $(i / l, j)=\operatorname{st}_{\rho, \sigma}(P)$. The case $\left(\rho^{\prime}, \sigma^{\prime}\right)=(-1,1)$ is straightforward, since $\rho+\sigma>0$ and $\operatorname{st}_{\rho, \sigma}(P) \neq \operatorname{en}_{\rho, \sigma}(P)$.

## 4. Fixed points of $(\rho, \sigma)$-brackets

In this section we make explicit in formula (4.1) a result of [10], and analyze its consequences on the shape of minimal pairs.

By [10, Prop. 3.2] the Poisson bracket defined there in [10, p. 599], satisfies

$$
\left\{\ell_{\rho, \sigma}(P), \ell_{\rho, \sigma}(Q)\right\}=-[P, Q]_{\rho, \sigma} \quad \text { for all }(\rho, \sigma) \in \mathfrak{V} \text { and } P, Q \in A_{1}^{(l)} .
$$

Assume now that $[Q, P]=1$. It is clear that the conditions of [10, Lemma 3.4] are satisfied for $x=P$, $y=Q, r=\rho$ and $s=\sigma$. By [10, Corollary 3.5], there exists an $R \in K[P, Q]$ such that $[P, R]_{\rho, \sigma} \neq 0$ and

$$
\left[P,\left(\Psi^{(l)}\right)^{-1}\left([P, R]_{\rho, \sigma}\right)\right]_{\rho, \sigma}=0
$$

Consequently, if $v_{\rho, \sigma}(P)>0$, then we can apply [10, Lemma 2.2] with $f=\ell_{\rho, \sigma}(P), g=\ell_{\rho, \sigma}(R)$, $r=\rho$ and $s=\sigma$. So, there exists a $(\rho, \sigma)$-homogeneous element $h \in L^{(l)}$ with $v_{\rho, \sigma}(h)=\rho+\sigma$, such that

$$
\left\{\ell_{\rho, \sigma}(P), h\right\}=\ell_{\rho, \sigma}(P)
$$

Moreover, if $P$ and $Q$ are in $A_{1}$, then $h \in L$.
Theorem 4.1. Let $P \in A_{1}^{(l)}$ and let $(\rho, \sigma) \in \mathfrak{V}$ be such that $v_{\rho, \sigma}(P)>0$. If $[Q, P]=1$ for some $Q \in A_{1}^{(l)}$, then there exists $a(\rho, \sigma)$-homogeneous element $F \in A_{1}^{(l)}$ such that $v_{\rho, \sigma}(F)=\rho+\sigma$ and

$$
\begin{equation*}
[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P) \tag{4.1}
\end{equation*}
$$

Moreover, we have
(1) $\operatorname{st}_{\rho, \sigma}(P) \sim \operatorname{st}_{\rho, \sigma}(F)$ or $\mathrm{st}_{\rho, \sigma}(F)=(1,1)$.
(2) $\mathrm{en}_{\rho, \sigma}(P) \sim \mathrm{en}_{\rho, \sigma}(F)$ or en ${ }_{\rho, \sigma}(F)=(1,1)$.
(3) $\mathrm{st}_{\rho, \sigma}(P) \nsim(1,1) \nsim \mathrm{en}_{\rho, \sigma}(P)$.
(4) If $P, Q \in A_{1}$, then we can take $F \in A_{1}$.

Proof. Let $h$ be as above and let $F:=-\left(\Psi^{(l)}\right)^{-1}(h)$. Equality (4.1) follows easily from the previous discussion. Statements (1) and (2) follow directly from (4.1) and Proposition 2.4. For the third statement, assume that $\mathrm{st}_{\rho, \sigma}(P) \sim(1,1)$. We claim that this implies that $\mathrm{st}_{\rho, \sigma}(F)=(1,1)$. Otherwise, by statement (1) we have

$$
\operatorname{st}_{\rho, \sigma}(F) \sim \operatorname{st}_{\rho, \sigma}(P) \sim(1,1)
$$

which implies st $\operatorname{st}_{\rho, \sigma}(F) \sim(1,1)$, since $\operatorname{st}_{\rho, \sigma}(F) \neq(0,0) \neq$ st $_{\rho, \sigma}(P)$. So there exists $\lambda \in \mathbb{Q} \backslash\{1\}$ such that $\mathrm{st}_{\rho, \sigma}(F)=\lambda(1,1)$. But this is impossible because $v_{\rho, \sigma}(F)=\rho+\sigma$. Hence the claim is true, and so

$$
\mathrm{st}_{\rho, \sigma}(P)+\mathrm{st}_{\rho, \sigma}(F)-(1,1)=\mathrm{st}_{\rho, \sigma}(P),
$$

which by Proposition 2.4 leads to the contradiction

$$
\operatorname{st}_{\rho, \sigma}(P) \nsim \operatorname{st}_{\rho, \sigma}(F)=(1,1)
$$

Similarly $\mathrm{en}_{\rho, \sigma}(P) \nsim(1,1)$. Finally, statement (4) is an immediate consequence of the fact that if $P, Q \in A_{1}$, then $h \in L$.

Definition 4.2. Let $k \in \mathbb{N}, j \in \mathbb{N}_{0}, \varepsilon, b>0$ and $c \in \mathbb{Q}$. We say that a pair $(f, g)$ of polynomials in $K[x]$ satisfies $\operatorname{PE}(k, j, \varepsilon, b, c)$ if there is some $h \in \mathbb{N}_{0}$, such that

$$
\begin{equation*}
x^{h} f^{k+j}=c f^{k} g+a x\left(f^{k}\right)^{\prime} g-b x g^{\prime} f^{k} \tag{4.2}
\end{equation*}
$$

is satisfied, where $a=\frac{j}{k} b+\varepsilon$.
Note that Eq. (4.2) implies that each irreducible factor of $g$ that does not divide $x f$ has multiplicity 1 .

Proposition 4.3. (Compare with [11, Appendix I].) If the pair ( $f, g$ ) satisfy $\mathrm{PE}(k, j, \varepsilon, b, c)$ and $f(0) \neq 0 \neq$ $g(0)$, then each irreducible factor $u$ of $f$, with multiplicity $m_{u}$ in $f$, has multiplicity $j m_{u}+1$ in $g$. Consequently $g=f^{j} \bar{g}$ for some $\bar{g} \in K[x]$ separable and the number of different irreducible factors of $f$ is lower than or equal to the degree of $\bar{g}$.

Proof. We can assume that $K$ is algebraically closed. Take an irreducible monic factor $u$ of $f$. Since $f(0) \neq 0$, there exists $d \in K^{\times}$such that $u=x+d$. Write $f=u^{s} \bar{f}$ and $g=u^{r} \bar{g}$, with $r, s \in \mathbb{N}$ such that $u$ does not divide $\bar{f} \bar{g}$. Then

$$
f^{\prime}=s u^{s-1} u^{\prime} \bar{f}+u^{s} \bar{f}^{\prime} \quad \text { and } \quad g^{\prime}=r u^{r-1} u^{\prime} \bar{g}+u^{r} \bar{g}^{\prime}
$$

and so (4.2) reads

$$
x^{h} \bar{f}^{k+j} u^{s(k+j)}=u^{r+k s-1}(a k s-b r) x u^{\prime} \bar{f}^{k} \bar{g}+u^{r+k s} \bar{f}^{k-1}\left(\bar{f} \bar{g} c+k a x \bar{g} \bar{f}^{\prime}-b x \bar{f} \bar{g}^{\prime}\right)
$$

We claim that $a k s-b r \neq 0$. In fact, on the contrary $s(k+j) \geqslant r+k s$ and so $s j \geqslant r$. Since $\varepsilon, b, s, k>0$, this leads to the contradiction

$$
a k s-b r=\left(\frac{j}{k} b+\varepsilon\right) k s-b r=k s \varepsilon+b(j s-r) \geqslant k s \varepsilon>0 .
$$

Since $u$ does not divide $x u^{\prime} \bar{f}^{k} \bar{g}$, we have $s(k+j)=r+k s-1$. That is $r=j s+1$, which proves the first assertion. The remaining assertions now follow easily.

Corollary 4.4. Let $(\rho, \sigma) \in \mathfrak{V}^{0}$ and let $P, F \in A_{1}^{(l)} \backslash\{0\}$. Assume that $F$ is ( $\rho, \sigma$ )-homogeneous and that $[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P)$. Set

$$
f_{F}:=f_{F, \rho, \sigma}^{(l)} \quad \text { and } \quad f_{P}:=f_{P, \rho, \sigma}^{(l)}
$$

where $f_{F, \rho, \sigma}^{(l)}$ and $f_{P, \rho, \sigma}^{(l)}$ are as in Definition 2.8. Then
(1) $f_{F}$ is separable and every irreducible factor of $f_{P}$ divides $f_{F}$.
(2) Suppose that $f_{F}, f_{P} \in K\left[x^{r}\right]$ for some $r \in \mathbb{N}$ and let $\bar{f}_{F}$ and $f_{F}$ denote the univariate polynomials defined by $f_{P}(x)=\bar{f}_{P}\left(x^{r}\right)$ and $f_{F}(x)=\bar{f}_{F}\left(x^{r}\right)$. Then $\bar{f}_{F}$ is separable and every irreducible factor of $\bar{f}_{P}$ divides $\bar{f}_{F}$.
(3) If $P, F \in A_{1}$ and $v_{0,1}\left(\mathrm{en}_{\rho, \sigma}(F)\right)-v_{0,1}\left(\mathrm{st}_{\rho, \sigma}(F)\right)=\rho$, then the multiplicity of each linear factor (in an algebraic closure of $K$ ) of $f_{P}$ is equal to

$$
\frac{1}{\rho} \operatorname{deg}\left(f_{P}\right)=\frac{1}{\rho}\left(v_{0,1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)-v_{0,1}\left(\operatorname{st}_{\rho, \sigma}(P)\right)\right.
$$

Proof. By statement (1) of Theorem 2.11, there exist $h \geqslant 0$ and $c \in \mathbb{Z}$, such that

$$
\begin{equation*}
x^{h} f_{P}=c f_{P} f_{F}+a x f_{P}^{\prime} f_{F}-b x f_{F}^{\prime} f_{P} \tag{4.3}
\end{equation*}
$$

where $a:=\frac{1}{\rho} v_{\rho, \sigma}(F)$ and $b:=\frac{1}{\rho} v_{\rho, \sigma}(P)$. So, the pair $\left(f_{P}, f_{F}\right)$ satisfies condition $\operatorname{PE}(1,0, a, b, c)$ of Definition 4.2. Consequently, since $f_{P} \neq 0 \neq f_{F}$, statement (1) follows from Proposition 4.3. Using now that

$$
x f_{P}^{\prime}(x)=r t \bar{f}_{P}^{\prime}(t) \quad \text { and } \quad x f_{F}^{\prime}(x)=r t \bar{f}_{F}^{\prime}(t), \quad \text { where } t=x^{r}
$$

we deduce from (4.3) that the pair $\left(\bar{f}_{P}, \bar{f}_{F}\right)$ satisfies condition $\operatorname{PE}(1,0, r a, r b, c)$. Therefore, we can apply Proposition 4.3 to obtain statement (2). Finally, we prove statement (3). Write

$$
F=\sum_{i=0}^{\alpha} b_{i} X^{u-i \sigma} Y^{v+i \rho} \quad \text { and } \quad \ell_{\rho, \sigma}(P)=\sum_{i=0}^{\gamma} c_{i} x^{m-i \sigma} y^{n+i \rho}
$$

with $b_{0} \neq 0, b_{\alpha} \neq 0, c_{0} \neq 0$ and $c_{\gamma} \neq 0$. By definition

$$
f_{F}=\sum_{i=0}^{\alpha} b_{i} x^{i \rho} \quad \text { and } \quad f_{P}=\sum_{i=0}^{\gamma} c_{i} x^{i \rho}
$$

Moreover, since $\alpha \rho=v_{0,1}\left(\mathrm{en}_{\rho, \sigma}(F)\right)-v_{0,1}\left(\operatorname{st}_{\rho, \sigma}(F)\right)$ it follows from the hypothesis that $\alpha=1$. Hence

$$
f_{F}(x)=b_{0}+b_{1} x^{\rho}=\mu\left(x^{\rho}-\lambda\right)=\bar{f}_{F}\left(x^{\rho}\right)
$$

where $\mu:=b_{0}$ and $\lambda:=b_{0} / b_{1}$. Consequently, from statement (2) it follows that $f_{P}$ is of the form $f_{P}(x)=\mu_{P}\left(x^{\rho}-\lambda\right)^{\gamma}$, which proves (3).

## 5. Cutting the right lower edge

The central result of this section is Proposition 5.3, which loosely spoken "cuts" the right lower edge of the support of a pair $(P, Q)$ satisfying certain conditions. In Proposition 5.6 we use this result and establish a strong algebraic condition on the "corner" resulting from this cut.

Given $\varphi \in \operatorname{Aut}\left(A_{1}^{(l)}\right)$, we let $\varphi_{L}$ denote the automorphism of $L^{(l)}$ given by

$$
\varphi_{L}\left(x^{1 / l}\right):=\Psi^{(l)}\left(\varphi\left(X^{1 / l}\right)\right) \quad \text { and } \quad \varphi_{L}(y):=\Psi^{(l)}(\varphi(Y))
$$

Proposition 5.1. Let $(\rho, \sigma) \in \mathfrak{V}^{0}$ and $\lambda \in K$. Assume that $\rho \mid l$ and consider the automorphism of $A_{1}^{(l)}$ defined by $\varphi\left(X^{1 / l}\right):=X^{1 / l}$ and $\varphi(Y):=Y+\lambda X^{\sigma / \rho}$. Then

$$
\ell_{\rho, \sigma}(\varphi(P))=\varphi_{L}\left(\ell_{\rho, \sigma}(P)\right) \quad \text { and } \quad v_{\rho, \sigma}(\varphi(P))=v_{\rho, \sigma}(P) \quad \text { for all } P \in A_{1}^{(l)} \backslash\{0\}
$$

Furthermore,

$$
\ell_{\rho_{1}, \sigma_{1}}(\varphi(P))=\ell_{\rho_{1}, \sigma_{1}}(P) \quad \text { for all }(\rho, \sigma)<\left(\rho_{1}, \sigma_{1}\right)<(-1,1)
$$

Proof. By statement (3) of Proposition 1.9,

$$
v_{\rho, \sigma}\left(\varphi\left(X^{i} Y^{j}\right)\right)=i v_{\rho, \sigma}\left(X^{\frac{1}{T}}\right)+j v_{\rho, \sigma}\left(Y+\lambda X^{\frac{\sigma}{\rho}}\right)=\frac{i}{l} \rho+j \sigma=v_{\rho, \sigma}\left(X^{i} Y^{j}\right)
$$

for all $i \in \mathbb{Z}$ and $j \in \mathbb{N}_{0}$. Since $\varphi$ is injective this implies that

$$
\begin{equation*}
v_{\rho, \sigma}(\varphi(P))=v_{\rho, \sigma}(P) \quad \text { for all } P \in A_{1}^{(l)} \backslash\{0\} \tag{5.1}
\end{equation*}
$$

We fix now a $P \in A_{1}^{(l)} \backslash\{0\}$ and write

$$
P=\sum_{i=0}^{n} \lambda_{i} X^{\frac{r}{T}-i \frac{\sigma}{\rho}} Y^{s+i}+R
$$

with $v_{\rho, \sigma}(R)<v_{\rho, \sigma}(P)$. By equality (5.1) and statement (2) of Proposition 1.9

$$
\begin{aligned}
\ell_{\rho, \sigma}(\varphi(P)) & =\ell_{\rho, \sigma}\left(\sum_{i=0}^{n} \lambda_{i} \varphi\left(X^{\frac{r}{I}-i \frac{\sigma}{\rho}} Y^{s+i}\right)\right) \\
& =\ell_{\rho, \sigma}\left(\sum_{i=0}^{n} \lambda_{i} X^{\frac{r}{T}-i \frac{\sigma}{\rho}}\left(Y+\lambda X^{\frac{\sigma}{\rho}}\right)^{s+i}\right) \\
& =\sum_{i=0}^{n} \lambda_{i} \ell_{\rho, \sigma}\left(X^{\frac{r}{I}-i \frac{\sigma}{\rho}}\left(Y+\lambda X^{\frac{\sigma}{\rho}}\right)^{s+i}\right) \\
& =\sum_{i=0}^{n} \lambda_{i} x^{\frac{r}{I}-i \frac{\sigma}{\rho}}\left(y+\lambda x^{\frac{\sigma}{\rho}}\right)^{s+i} \\
& =\varphi_{L}\left(\sum_{i=0}^{n} \lambda_{i} x^{\frac{r}{I}-i \frac{\sigma}{\rho}} y^{s+i}\right) \\
& =\varphi_{L}\left(\ell_{\rho, \sigma}(P)\right),
\end{aligned}
$$

as desired. Let $\left(\rho_{1}, \sigma_{1}\right) \in \mathfrak{V}$ such that $(\rho, \sigma)<\left(\rho_{1}, \sigma_{1}\right)$. Then $\rho_{1} \sigma<\rho \sigma_{1}$, and so

$$
\ell_{\rho_{1}, \sigma_{1}}\left(Y+\lambda X^{\frac{\sigma}{\rho}}\right)=y,
$$

since $\rho>0$. Hence, by statement (2) of Proposition 1.9,

$$
\ell_{\rho_{1}, \sigma_{1}}\left(\varphi\left(X^{\frac{i}{l}} Y^{j}\right)\right)=\ell_{\rho_{1}, \sigma_{1}}\left(X^{\frac{i}{l}}\left(Y+\lambda X^{\frac{\sigma}{\rho}}\right)^{j}\right)=x^{\frac{i}{l}} y^{j},
$$

and so $v_{\rho_{1}, \sigma_{1}}\left(\varphi\left(X^{i} Y^{j}\right)\right)=\frac{i}{l} \rho_{1}+j \sigma_{1}=v_{\rho_{1}, \sigma_{1}}\left(X^{i} Y^{j}\right)$, which implies that

$$
\begin{equation*}
v_{\rho_{1}, \sigma_{1}}(\varphi(R))=v_{\rho_{1}, \sigma_{1}}(R) \quad \text { for all } R \in A_{1}^{(l)} \backslash\{0\} . \tag{5.2}
\end{equation*}
$$

Fix now $P \in A_{1}^{(l)} \backslash\{0\}$ and write

$$
P=\sum_{\left\{(i / l, j): \rho_{1} i / l+\sigma_{1} j=v_{\rho_{1}, \sigma_{1}}(P)\right\}} \lambda_{i / l, j} X^{i} Y^{j}+R,
$$

with $v_{\rho_{1}, \sigma_{1}}(R)<v_{\rho_{1}, \sigma_{1}}(P)$. Again by equality (5.1) and statement (2) of Proposition 1.9

$$
\begin{aligned}
\ell_{\rho_{1}, \sigma_{1}}(\varphi(P)) & =\ell_{\rho_{1}, \sigma_{1}}\left(\sum_{i / l, j} \lambda_{i / l, j} \varphi\left(X^{i} Y^{j}\right)\right) \\
& =\ell_{\rho_{1}, \sigma_{1}}\left(\sum_{i / l, j} \lambda_{i / l, j} X^{\frac{i}{l}}\left(Y+\lambda X^{\frac{\sigma}{\rho}}\right)^{j}\right) \\
& =\sum_{i / l, j} \lambda_{i / l, j} \ell_{\rho_{1}, \sigma_{1}}\left(X^{\frac{i}{l}}\left(Y+\lambda X^{\frac{\sigma}{\rho}}\right)^{j}\right) \\
& =\sum_{i / l, j} \lambda_{i / l, j} x^{\frac{i}{l}} y^{j} \\
& =\ell_{\rho_{1}, \sigma_{1}}(P),
\end{aligned}
$$

Remark 5.2. A similar argument shows that for $\lambda \in K$ and $n \in \mathbb{N}$, the automorphism of $A_{1}$ defined by $\varphi(X):=X$ and $\varphi(Y):=Y-\lambda X^{n}$ satisfies

$$
\ell_{1, n}(\varphi(P))=\varphi_{L}\left(\ell_{1, n}(P)\right) \quad \text { and } \quad v_{1, n}(\varphi(P))=v_{1, n}(P) \quad \text { for all } P \in A_{1} \backslash\{0\}
$$

Similarly, if $\varphi$ is the automorphism of $A_{1}$ defined by $\varphi(X):=X-\lambda Y^{n}$ and $\varphi(Y):=Y$, then

$$
\ell_{n, 1}(\varphi(P))=\varphi_{L}\left(\ell_{n, 1}(P)\right) \quad \text { and } \quad v_{n, 1}(\varphi(P))=v_{n, 1}(P) \quad \text { for all } P \in A_{1} \backslash\{0\}
$$

From now on we assume that $K$ is algebraically closed unless otherwise stated.
Let $P, Q \in A_{1}^{(l)}$ and let $(\rho, \sigma) \in \mathfrak{V}^{0}$. Write

$$
\mathrm{st}_{\rho, \sigma}(P)=\left(\begin{array}{l}
r \\
l \\
l
\end{array}\right) \quad \text { and } \quad \mathfrak{f}(x):=x^{s} f_{P, \rho, \sigma}^{(l)}(x)
$$

Let $\varphi \in \operatorname{Aut}\left(A_{1}^{\left(l^{\prime}\right)}\right)$ be the automorphism defined by

$$
\varphi\left(X^{\frac{1}{I^{\prime}}}\right):=X^{\frac{1}{I^{\prime}}} \quad \text { and } \quad \varphi(Y):=Y+\lambda X^{\frac{\sigma}{\rho}}
$$

where $l^{\prime}:=\operatorname{lcm}(l, \rho)$ and $\lambda$ is any element of $K$ such that the multiplicity $m_{\lambda}$ of $x-\lambda$ in $\mathfrak{f}(x)$ is maximum.

Proposition 5.3. (See Fig. 6.) (Compare with [10, Corollary 2.6].) If
(a) $[Q, P]=1$,
(b) $(\rho, \sigma) \in \operatorname{Dir}(P) \cap \operatorname{Dir}(Q)$,
(c) $v_{\rho, \sigma}(P)>0$ and $v_{\rho, \sigma}(Q)>0$,
(d) $[P, Q]_{\rho, \sigma}=0$,
(e) $\frac{v_{\rho, \sigma}(Q)}{v_{\rho, \sigma}(P)} \notin \mathbb{N}$ and $\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} \notin \mathbb{N}$,
(f) $v_{1,-1}\left(\mathrm{en}_{\rho, \sigma}(P)\right)<0$ and $v_{1,-1}\left(\mathrm{en}_{\rho, \sigma}(Q)\right)<0$,
then, there exists $\left(\rho^{\prime}, \sigma^{\prime}\right) \in \mathfrak{V}$ such that
(1) $\left(\rho^{\prime}, \sigma^{\prime}\right)<(\rho, \sigma)$ and $\left(\rho^{\prime}, \sigma^{\prime}\right) \in \operatorname{Dir}(\varphi(P)) \cap \operatorname{Dir}(\varphi(Q))$,
(2) $v_{1,-1}\left(\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))\right)<0$ and $v_{1,-1}\left(\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))\right)<0$,
(3) $v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))>0$ and $v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))>0$,
(4) $\frac{v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))}{v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))}=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)}$,
(5) for all $(\rho, \sigma)<\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right)<(-1,1)$ the equalities

$$
\ell_{\rho^{\prime \prime}, \sigma^{\prime \prime}}(\varphi(P))=\ell_{\rho^{\prime \prime}, \sigma^{\prime \prime}}(P) \quad \text { and } \quad \ell_{\rho^{\prime \prime}, \sigma^{\prime \prime}}(\varphi(Q))=\ell_{\rho^{\prime \prime}, \sigma^{\prime \prime}}(Q)
$$

hold,
(6) $\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\operatorname{st}_{\rho, \sigma}(\varphi(P))=\left(\frac{r}{l}+\frac{s \sigma}{\rho}-m_{\lambda} \frac{\sigma}{\rho}, m_{\lambda}\right)$,
(7) $\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))=\operatorname{st}_{\rho, \sigma}(\varphi(Q))$ and $\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} \mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))$,
(8) it is true that

$$
v_{0,1}\left(\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))\right)<v_{0,1}\left(\mathrm{en}_{\rho, \sigma}(P)\right) \quad \text { or } \quad \mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\mathrm{en}_{\rho, \sigma}(P)
$$



Fig. 6. Illustration of Proposition 5.3.

Furthermore, in the second case en ${ }_{\rho, \sigma}(P)+(\sigma / \rho,-1) \in \operatorname{Supp}(P)$,
(9) $v_{\rho, \sigma}(\varphi(P))=v_{\rho, \sigma}(P)$ and $v_{\rho, \sigma}(\varphi(Q))=v_{\rho, \sigma}(Q)$,
(10) $[\varphi(Q), \varphi(P)]_{\rho, \sigma}=0$,
(11) there exists $a(\rho, \sigma)$-homogeneous element $F \in A_{1}^{(l)}$, which is not a monomial, such that

$$
[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P) \quad \text { and } \quad v_{\rho, \sigma}(F)=\rho+\sigma
$$

Furthermore, if $\mathrm{en}_{\rho, \sigma}(F)=(1,1)$, then $\mathrm{st}_{\rho, \sigma}(\varphi(P))=\mathrm{en}_{\rho, \sigma}(P)$,
Note that

- if $l^{\prime}=1$, then $\varphi$ induces an automorphism of $A_{1}$,
- $\rho^{\prime}>0$, since $\rho>0$ means $(\rho, \sigma)<(0,1)$, and so $\left(\rho^{\prime}, \sigma^{\prime}\right)<(\rho, \sigma)<(0,1)$ implies $\rho^{\prime}>0$,
- $v_{\rho, \sigma}(F)=\rho+\sigma>0$ implies that $\operatorname{st}_{\rho, \sigma}(F) \neq(0,0) \neq \operatorname{en}_{\rho, \sigma}(F)$.

Proof. By Theorem 4.1 we can find a $(\rho, \sigma)$-homogeneous element $F \in A_{1}^{(l)}$ such that

$$
\begin{equation*}
[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P) \quad \text { and } \quad v_{\rho, \sigma}(F)=\rho+\sigma \tag{5.3}
\end{equation*}
$$

Let \# factors $\left(f_{P, \rho, \sigma}^{(l)}\right)$ denote the number of linear different factors of $f_{P, \rho, \sigma}^{(l)}$. We claim that

$$
\begin{equation*}
1 \leqslant \# \operatorname{factors}\left(f_{P, \rho, \sigma}^{(l)}\right) \leqslant \operatorname{deg}\left(f_{F, \rho, \sigma}^{(l)}\right) \tag{5.4}
\end{equation*}
$$

In fact, the first is true because $(\rho, \sigma) \in \operatorname{Dir}(P)$, while the second one follows from statement (1) of Corollary 4.4. Note that, by the very definition of $f_{F, \rho, \sigma}^{(l)}$, condition (5.4) implies that $F$ is not a monomial.

By (2.6) and the definition of $\ell_{\rho, \sigma}(P)$ there exist $b_{0}, \ldots, b_{\gamma} \in K$ with $b_{0} \neq 0$ and $b_{\gamma} \neq 0$, such that

$$
\ell_{\rho, \sigma}(P)=\sum_{i=0}^{\gamma} b_{i} x^{\frac{r}{l}-\frac{i \sigma}{\rho}} y^{s+i}
$$

and, again by (2.6),

$$
\begin{equation*}
\mathrm{en}_{\rho, \sigma}(P)=\left(\frac{r}{l}-\frac{\gamma \sigma}{\rho}, s+\gamma\right) . \tag{5.5}
\end{equation*}
$$

By Definition 2.8,

$$
\mathfrak{f}(x)=\sum_{i=0}^{\gamma} b_{i} x^{i+s} .
$$

Let $\left(M_{0}, M\right):=\mathrm{en}_{\rho, \sigma}(F)$. By the second equality in (5.3)

$$
\begin{equation*}
M_{0}=\frac{\rho+\sigma-\sigma M}{\rho} \tag{5.6}
\end{equation*}
$$

We assert that

$$
\begin{equation*}
1 \leqslant \# \text { factors }(\mathfrak{f}) \leqslant M \tag{5.7}
\end{equation*}
$$

The first inequality is true by (5.4). In order to prove the second one we begin by noting that, by statement (1) of Theorem 4.1,

$$
\begin{equation*}
\operatorname{st}_{\rho, \sigma}(F)=(1,1) \quad \text { or } \quad \operatorname{st}_{\rho, \sigma}(F) \sim \operatorname{st}_{\rho, \sigma}(P), \tag{5.8}
\end{equation*}
$$

and that $\mathrm{st}_{\rho, \sigma}(F) \neq(0,0)$ by the second equality in (5.3). Hence, if $s>0$, then $\mathrm{st}_{\rho, \sigma}(F) \neq(u, 0)$. Consequently, by (2.6) and (5.4),

$$
\# \operatorname{factors}(\mathfrak{f})=\# \operatorname{factors}\left(f_{P, \rho, \sigma}^{(l)}\right)+1 \leqslant \operatorname{deg}\left(f_{F, \rho, \sigma}^{(l)}\right)+1 \leqslant M .
$$

On the other hand, if $s=0$, then again by (2.6) and (5.4),

$$
\# \text { factors }(\mathfrak{f})=\# \text { factors }\left(f_{P, \rho, \sigma}^{(l)}\right) \leqslant \operatorname{deg}\left(f_{F, \rho, \sigma}^{(l)}\right) \leqslant M,
$$

as desired, proving the assertion.
For the sake of simplicity we set $N:=\gamma+s$. Since $\operatorname{deg} \mathfrak{f}=N$, by (5.7) there exists at least one factor $x-\lambda$ of $\mathfrak{f}$ with multiplicity $m_{\lambda}$ greater than or equal to $N / M$. We take $\lambda \in K$ such that the multiplicity of $x-\lambda$ in $\mathfrak{f}(x)$ is maximum. We have

$$
\begin{equation*}
\mathfrak{f}(x)=\sum_{i=m_{\lambda}}^{N} a_{i}(x-\lambda)^{i} \quad \text { with } a_{i} \in K, a_{m_{\lambda}}, a_{N} \neq 0 \text { and } m_{\lambda} \geqslant \frac{N}{M} . \tag{5.9}
\end{equation*}
$$

Note that, since $\mathrm{st}_{\rho, \sigma}(P)=(r / l, s)$, by the third equality in (2.6) we have

$$
\ell_{\rho, \sigma}(P)=x^{\frac{r}{l}} y^{s} f_{P, \rho, \sigma}^{(l)}\left(x^{-\frac{\sigma}{\rho}} y\right)=x^{\frac{r}{l}+s \frac{\sigma}{\rho}}\left(x^{-\frac{\sigma}{\rho}} y\right)^{s} f_{P, \rho, \sigma}^{(l)}\left(x^{-\frac{\sigma}{\rho}} y\right)=x^{\frac{k}{\mathcal{T}}} \mathfrak{f}\left(x^{-\frac{\sigma}{\rho}} y\right),
$$

where $k:=\frac{r r^{\prime}}{l}+\frac{l^{\prime} s \sigma}{\rho}$. So, by Proposition 5.1,

$$
\ell_{\rho, \sigma}(\varphi(P))=\varphi_{L}\left(\ell_{\rho, \sigma}(P)\right)=x^{\frac{k}{\bar{V}}} \mathfrak{f}\left(x^{-\frac{\sigma}{\rho}} y+\lambda\right)=\sum_{i=m_{\lambda}}^{N} a_{i} x^{\frac{k}{\bar{\eta}}}\left(x^{-\frac{\sigma}{\rho}} y\right)^{i},
$$

since $\varphi_{L}\left(x^{1 / l^{\prime}}\right)=x^{1 / l^{\prime}}$ and $\varphi_{L}\left(x^{-\sigma / \rho} y\right)=x^{-\sigma / \rho} y+\lambda$. But then, by the first equality in (2.6),

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(\varphi(P))=\left(\frac{k}{l^{\prime}}-m_{\lambda} \frac{\sigma}{\rho}, m_{\lambda}\right)=\left(\frac{r}{l}+\frac{\mathrm{s} \sigma}{\rho}-m_{\lambda} \frac{\sigma}{\rho}, m_{\lambda}\right) . \tag{5.10}
\end{equation*}
$$

Note also that by (5.5),

$$
\begin{equation*}
\mathrm{en}_{\rho, \sigma}(P)=\left(\frac{r}{l}-\frac{\gamma \sigma}{\rho}, N\right)=\left(\frac{k}{l^{\prime}}-\frac{N \sigma}{\rho}, N\right) . \tag{5.11}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(\varphi(P))\right)<0 . \tag{5.12}
\end{equation*}
$$

First note that by Proposition 5.1 (with $l$ replaced by $l^{\prime}$ ),

$$
\begin{equation*}
v_{\rho, \sigma}(\varphi(P))=v_{\rho, \sigma}(P) \quad \text { and } \quad v_{\rho, \sigma}(\varphi(Q))=v_{\rho, \sigma}(Q) \tag{5.13}
\end{equation*}
$$

So, statement (9) holds. Apply Theorem 4.1 to $\varphi(P), \varphi(Q),(\rho, \sigma)$ and $l^{\prime}$. Statement (3) of that theorem gives

$$
\begin{equation*}
v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(\varphi(P))\right) \neq 0 . \tag{5.14}
\end{equation*}
$$

On the other hand, statement (2) of the same theorem gives

$$
\mathrm{en}_{\rho, \sigma}(F)=(1,1) \quad \text { or } \quad \mathrm{en}_{\rho, \sigma}(F) \sim \mathrm{en}_{\rho, \sigma}(P) .
$$

In the first case

$$
\begin{equation*}
\operatorname{Supp}(F) \subseteq\{(1,1),(1+\sigma / \rho, 0)\} \tag{5.15}
\end{equation*}
$$

and so $\operatorname{deg}\left(f_{F, \rho, \sigma}^{(l)}\right) \leqslant 1$. Hence, by (5.4),

$$
\begin{equation*}
1 \leqslant \# \operatorname{factors}\left(f_{P, \rho, \sigma}^{(l)}\right) \leqslant \operatorname{deg}\left(f_{F, \rho, \sigma}^{(l)}\right) \leqslant 1, \tag{5.16}
\end{equation*}
$$

and consequently in (5.15) the equality holds. Thus, $\operatorname{st}_{\rho, \sigma}(F)=(1+\sigma / \rho, 0)$, which implies that $l^{\prime}=l$ and, by (5.8), also implies that $s=0$. Therefore $k=r, N=\gamma$ and $f_{P, \rho, \sigma}^{(l)}=\mathfrak{f}$. So, by (5.16)

$$
\mathfrak{f}=a_{N}(x-\lambda)^{N},
$$

where $a_{N}$ is as in (5.9). But then $m_{\lambda}=N=\gamma$ and so, by (5.10) and (5.11),

$$
\mathrm{st}_{\rho, \sigma}(\varphi(P))=\left(\frac{r}{l}-\gamma \frac{\sigma}{\rho}, N\right)=\mathrm{en}_{\rho, \sigma}(P)
$$

which finishes the proof of statement (11) and yields (5.12), since $v_{1,-1}\left(\mathrm{en}_{\rho, \sigma}(P)\right)<0$.

In the second case, by (5.11)

$$
\left(M_{0}, M\right):=\mathrm{en}_{\rho, \sigma}(F) \sim \mathrm{en}_{\rho, \sigma}(P)=\left(N_{0}, N\right)
$$

where

$$
\begin{equation*}
N_{0}:=\frac{r}{l}-\frac{\gamma \sigma}{\rho}=\frac{k}{l^{\prime}}-\frac{N \sigma}{\rho} . \tag{5.17}
\end{equation*}
$$

Since, by (5.7)

$$
M \geqslant 1 \quad \text { and } \quad N=\operatorname{deg}(\mathfrak{f}) \geqslant \# \text { factors }(\mathfrak{f}) \geqslant 1
$$

we have $\frac{N_{0}}{N}=\frac{M_{0}}{M}$. Hence, by (5.6), (5.9) and (5.17),

$$
\frac{k \rho}{l^{\prime}(\rho+\sigma)}=\frac{k / l^{\prime}}{1+\sigma / \rho}=\frac{N_{0}+N \frac{\sigma}{\rho}}{M_{0}+M \frac{\sigma}{\rho}}=\frac{N\left(N_{0} / N+\sigma / \rho\right)}{M\left(M_{0} / M+\sigma / \rho\right)}=\frac{N}{M} \leqslant m_{\lambda}
$$

which, combined with (5.10), gives

$$
v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(\varphi(P))\right)=\frac{k}{l^{\prime}}-m_{\lambda} \frac{\sigma}{\rho}-m_{\lambda}=\left(\frac{\sigma+\rho}{\rho}\right)\left(\frac{k \rho}{l^{\prime}(\rho+\sigma)}-m_{\lambda}\right) \leqslant 0
$$

Taking into account (5.14), this yields (5.12), ending the proof of the claim. Now, by statement (d) and statement (2) of Theorem 2.11, there exist relatively prime $\bar{m}, \bar{n} \in \mathbb{N}, \lambda_{P}, \lambda_{Q} \in K^{\times}$and a ( $\rho, \sigma$ )-homogeneous $R \in L^{(l)}$ such that

$$
\begin{equation*}
\frac{\bar{n}}{\bar{m}}=\frac{v_{\rho, \sigma}(Q)}{v_{\rho, \sigma}(P)}, \quad \ell_{\rho, \sigma}(P)=\lambda_{P} R^{\bar{m}} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\lambda_{Q} R^{\bar{n}} \tag{5.18}
\end{equation*}
$$

Hence, again by Proposition 5.1,

$$
\begin{equation*}
\ell_{\rho, \sigma}(\varphi(P))=\lambda_{P} \varphi_{L}(R)^{\bar{m}} \quad \text { and } \quad \ell_{\rho, \sigma}(\varphi(Q))=\lambda_{Q} \varphi_{L}(R)^{\bar{n}} \tag{5.19}
\end{equation*}
$$

Consequently, by statements (4) and (5) of Proposition 1.9,

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(\varphi(P))=\bar{m} \mathrm{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right), \quad \mathrm{en}_{\rho, \sigma}(\varphi(P))=\bar{m} \mathrm{en}_{\rho, \sigma}\left(\varphi_{L}(R)\right) \tag{5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(\varphi(Q))=\bar{n} \mathrm{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right), \quad \mathrm{en}_{\rho, \sigma}(\varphi(Q))=\bar{n} \mathrm{en}_{\rho, \sigma}\left(\varphi_{L}(R)\right) \tag{5.21}
\end{equation*}
$$

and so

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(\varphi(P))=\frac{\bar{m}}{\bar{n}} \mathrm{st}_{\rho, \sigma}(\varphi(Q)) \quad \text { and } \quad \mathrm{en}_{\rho, \sigma}(\varphi(P))=\frac{\bar{m}}{\bar{n}} \mathrm{en}_{\rho, \sigma}(\varphi(Q)) \tag{5.22}
\end{equation*}
$$

We assert that

$$
\begin{equation*}
v_{0,1}\left(\operatorname{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right)\right) \geqslant 1 \tag{5.23}
\end{equation*}
$$

In fact, otherwise $v_{0,1}\left(\mathrm{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right)\right)=0$, and so

$$
\mathrm{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right)=(h, 0) \quad \text { with } h \in \frac{1}{l^{\prime}} \mathbb{Z} \text {. }
$$

Then

$$
\begin{equation*}
v_{\rho, \sigma}\left(\varphi_{L}(R)\right)=v_{\rho, \sigma}\left(\operatorname{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right)\right)=\rho h<0, \tag{5.24}
\end{equation*}
$$

since $\rho>0$ and, by (5.12) and (5.20),

$$
h=v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right)\right)<0 .
$$

But, by statement (3) of Proposition 1.9, the second equality in (5.18), the first equalities in (5.13), and that by hypothesis, $v_{\rho, \sigma}(P)>0$, we have

$$
v_{\rho, \sigma}\left(\varphi_{L}(R)\right)=v_{\rho, \sigma}(R)>0,
$$

which contradicts (5.24). Hence inequality (5.23) is true. Take now

$$
\left(\rho^{\prime}, \sigma^{\prime}\right):=\max \left\{\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right) \in \overline{\operatorname{Dir}}(\varphi(P)):\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right)<(\rho, \sigma)\right\}
$$

and

$$
(\bar{\rho}, \bar{\sigma}):=\max \left\{\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right) \in \overline{\operatorname{Dir}}(\varphi(Q)):\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right)<(\rho, \sigma)\right\} .
$$

By statement (3) of Proposition 3.7,

$$
\begin{equation*}
\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\operatorname{st}_{\rho, \sigma}(\varphi(P)) \quad \text { and } \quad \mathrm{en}_{\bar{\rho}, \bar{\sigma}}(\varphi(Q))=\mathrm{st}_{\rho, \sigma}(\varphi(Q)) . \tag{5.25}
\end{equation*}
$$

Combining the first equality with equality (5.10), we obtain statement (6). Moreover, by the first equalities in (5.13) and (5.25),

$$
v_{\rho, \sigma}\left(\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))\right)=v_{\rho, \sigma}\left(\operatorname{st}_{\rho, \sigma}(\varphi(P))\right)=v_{\rho, \sigma}(\varphi(P))=v_{\rho, \sigma}(P)>0
$$

where the last inequality is true by hypothesis. Consequently

$$
\begin{equation*}
\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) \neq(0,0) \tag{5.26}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left(\rho^{\prime}, \sigma^{\prime}\right)=(\bar{\rho}, \bar{\sigma}) \tag{5.27}
\end{equation*}
$$

In order to prove this we proceed by contradiction. Assume that $\left(\rho^{\prime}, \sigma^{\prime}\right)>(\bar{\rho}, \bar{\sigma})$. Then

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(\varphi(Q))=\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))=\mathrm{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q)), \tag{5.28}
\end{equation*}
$$

where the first equality follows from statement (3) of Proposition 3.7, and the second one, from the fact that ( $\rho^{\prime}, \sigma^{\prime}$ ) $\not \overline{\operatorname{Dir}}(\varphi(Q))$. Furthermore

$$
\begin{equation*}
\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) \neq \mathrm{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) \tag{5.29}
\end{equation*}
$$

since $\left(\rho^{\prime}, \sigma^{\prime}\right) \in \operatorname{Dir}(\varphi(P))$. Now, by (5.25), (5.22) and (5.28),

$$
\begin{align*}
\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) & =\operatorname{st}_{\rho, \sigma}(\varphi(P)) \\
& =\frac{\bar{m}}{\bar{n}} \operatorname{st}_{\rho, \sigma}(\varphi(Q)) \\
& =\frac{\bar{m}}{\bar{n}} \operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))  \tag{5.30}\\
& =\frac{\bar{m}}{\bar{n}} \operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))
\end{align*}
$$

We assert that

$$
\begin{equation*}
\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) \nsim \operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) . \tag{5.31}
\end{equation*}
$$

Otherwise, by the inequalities in (5.26) and (5.29) there exists $\mu \in K \backslash\{1\}$ such that

$$
\operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\mu \operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))
$$

which implies that

$$
\begin{equation*}
v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\mu v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) \tag{5.32}
\end{equation*}
$$

On the other hand, by (5.30)

$$
v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))=\frac{\bar{n}}{\bar{m}} v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))
$$

which combined with equality (5.32), gives

$$
v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=0=v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q)) .
$$

But this contradicts Remark 1.13, since $[\varphi(Q), \varphi(P)]=1$ and $\rho^{\prime}+\sigma^{\prime}>0$. Hence the condition (5.31) is satisfied. Combining this fact with (5.30), we obtain

$$
\operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q)) \nsim \operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))
$$

Hence $[\varphi(Q), \varphi(P)]_{\rho^{\prime}, \sigma^{\prime}} \neq 0$, by Corollary 2.7. Then, since $[\varphi(Q), \varphi(P)]=1$ and $\rho^{\prime}>0$, it follows from statement (1) of Proposition 2.4 that

$$
\begin{equation*}
\operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))+\operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))-(1,1)=\operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(1)=(0,0) \tag{5.33}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
v_{0,1}\left(\mathrm{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))\right) \in\{0,1\} \tag{5.34}
\end{equation*}
$$

because the second coordinates in (5.33) are non-negative. But, by the first equalities in (5.21), (5.28), inequality (5.28), statement (4) of Proposition 1.9, and the fact that $\bar{n}>1$ by the first equality in (5.18),

$$
v_{0,1}\left(\operatorname{st}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))\right)=v_{0,1}\left(\operatorname{st}_{\rho, \sigma}(\varphi(Q))\right)=\bar{n} v_{0,1}\left(\operatorname{st}_{\rho, \sigma}\left(\varphi_{L}(R)\right)\right)>1,
$$

which contradicts (5.34). Consequently, ( $\left.\rho^{\prime}, \sigma^{\prime}\right)>(\bar{\rho}, \bar{\sigma})$ is impossible. Similarly one can prove that ( $\left.\rho^{\prime}, \sigma^{\prime}\right)<(\bar{\rho}, \bar{\sigma})$ is also impossible, and so (5.27) is true.

Using (5.22), (5.25), (5.27), and the fact that $\bar{m} / \bar{n}=v_{\rho, \sigma}(P) / v_{\rho, \sigma}(Q)$, we obtain

$$
\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))=\operatorname{st}_{\rho, \sigma}(\varphi(Q))
$$

and

$$
\begin{equation*}
\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\operatorname{st}_{\rho, \sigma}(\varphi(P))=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} \mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q)) \tag{5.35}
\end{equation*}
$$

which proves statement (7) and combined with inequality (5.12), also proves statement (2). Hence $\left(\rho^{\prime}, \sigma^{\prime}\right) \neq(1,-1)$, since otherwise

$$
v_{1,-1}(\varphi(P))<0 \quad \text { and } \quad v_{1,-1}(\varphi(Q))<0
$$

which is impossible, because it contradicts Remark 1.13 , since $[\varphi(Q), \varphi(P)]=1$. This concludes the proof of statement (1). Now statement (3) follows, since by (5.35),

$$
v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) \leqslant 0 \quad \Leftrightarrow \quad v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q)) \leqslant 0
$$

and so, again by Remark 1.13, the falseness of statement (3) implies

$$
v_{\rho^{\prime}, \sigma^{\prime}}(1)=v_{\rho^{\prime}, \sigma^{\prime}}([\varphi(Q), \varphi(P)]) \leqslant v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(Q))+v_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))-\left(\rho^{\prime}+\sigma^{\prime}\right)<0,
$$

which is impossible. Statement (4) also follows from (5.35), statement (5), from Proposition 5.1 (with $l$ replaced by $l^{\prime}$ ) and statement (10), from statement (9) and the facts that

$$
[\varphi(Q), \varphi(P)]=[Q, P] \quad \text { and } \quad[Q, P]_{\rho, \sigma}=0
$$

Finally we prove statement (8). Note that by statement (6) and (5.10)

$$
\begin{equation*}
\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\operatorname{st}_{\rho, \sigma}(\varphi(P))=\left(\frac{k}{l^{\prime}}-m_{\lambda} \frac{\sigma}{\rho}, m_{\lambda}\right), \tag{5.36}
\end{equation*}
$$

and so by (5.11),

$$
v_{0,1}\left(\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))\right)=m_{\lambda} \leqslant N=v_{0,1}\left(\operatorname{en}_{\rho, \sigma}(P)\right) .
$$

Furthermore, if the equality holds, then by (5.9), (5.11) and (5.36),

$$
\mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))=\mathrm{en}_{\rho, \sigma}(P) \quad \text { and } \quad x^{s} f_{P, \rho, \sigma}^{(l)}(x)=\mathfrak{f}(x)=a_{N}(x-\lambda)^{N},
$$

where $a_{N}$ is as in (5.9). But

$$
\operatorname{deg}\left(f_{P, \rho, \sigma}^{(l)}\right)>0 \quad \text { and } \quad x \nmid f_{P, \rho, \sigma}^{(l)}
$$

since $(\rho, \sigma) \in \operatorname{Dir}(P)$ and $f_{P, \rho, \sigma}^{(l)}(0) \neq 0$. Hence, by the last equality that $\lambda \neq 0, s=0$ and $\operatorname{st}_{\rho, \sigma}(P)=$ $\left(k / l^{\prime}, 0\right)$. So, by the third equality in (2.6),

$$
\ell_{\rho, \sigma}(P)=x^{\frac{k}{l^{\prime}}} \mathfrak{f}\left(x^{-\frac{\sigma}{\rho}} y\right)=a_{N} x^{\frac{k}{I^{\prime}}}\left(x^{-\frac{\sigma}{\rho}} y-\lambda\right)^{N}=\sum_{i=0}^{N} a_{N}\binom{N}{i} \lambda^{N-i} x^{\frac{k}{l^{\prime}}-i \frac{\sigma}{\rho}} y^{i}
$$

Consequently,

$$
\left(\frac{k}{l^{\prime}}-\frac{(N-1) \sigma}{\rho}, N-1\right) \in \operatorname{Supp}(P)
$$

since $\lambda \neq 0$. This finishes the proof because

$$
\mathrm{en}_{\rho, \sigma}(P)+\left(\frac{\sigma}{\rho},-1\right)=\left(\frac{k}{l^{\prime}}-\frac{(N-1) \sigma}{\rho}, N-1\right)
$$

by equality (5.11).

Definition 5.4. Let $l \in \mathbb{N}$. For each $(r, s) \in \frac{1}{l} \mathbb{Z} \times \mathbb{Z} \backslash \mathbb{Z}(1,1)$, we define $\operatorname{dir}(r, s)$ to be the unique $(\rho, \sigma) \in \mathfrak{V}$ such that $v_{\rho, \sigma}(r, s)=0$.

Remark 5.5. Note that if $P \in A_{1}^{(l)} \backslash\{0\}$ and $(\rho, \sigma) \in \operatorname{Dir}(P)$, then

$$
(\rho, \sigma)=\operatorname{dir}\left(\operatorname{en}_{\rho, \sigma}(P)-\mathrm{st}_{\rho, \sigma}(P)\right)
$$

In the following proposition we will take $(\rho, \sigma) \in \mathfrak{V}$ with $\sigma \leqslant 0$. Note that combining this with $\rho+\sigma>0$ we obtain $\rho>0$, and so $(\rho, \sigma) \in \mathfrak{V}^{0}$. Note also that $\sigma \leqslant 0$ is equivalent to $(\rho, \sigma) \leqslant(1,0)$. Consequently if $\left(\rho^{\prime}, \sigma^{\prime}\right) \leqslant(\rho, \sigma)$, then $\left(\rho^{\prime}, \sigma^{\prime}\right) \leqslant(1,0)$, and so $\rho^{\prime}>0$. We will use implicitly these facts.

Proposition 5.6. Let $P, Q \in A_{1}^{(l)}$ and let $(\rho, \sigma) \in \mathfrak{V}$ with $\sigma \leqslant 0$, such that conditions (a), (b), (c) and (e) of Proposition 5.3 are satisfied. Assume that $\frac{v_{\rho, \sigma}(Q)}{v_{\rho, \sigma}(P)}=\frac{n}{m}$ with $n, m>1$ and $\operatorname{gcd}(n, m)=1$. Then

$$
\frac{1}{m} \mathrm{en}_{\rho, \sigma}(P) \neq\left(\bar{r}-\frac{1}{l}, \bar{r}\right),
$$

for all $\bar{r} \geqslant 2$.

Proof. We will assume that

$$
\begin{equation*}
\frac{1}{m} \mathrm{en}_{\rho, \sigma}(P)=\left(\bar{r}-\frac{1}{l}, \bar{r}\right) \tag{5.37}
\end{equation*}
$$

for some fixed $\bar{r} \geqslant 2$ and we will prove successively the following two statements:
(1) $[P, Q]_{\rho, \sigma}=0, v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)<0$ and $v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(Q)\right)<0$.
(2) $\rho \mid l$ and there exist

$$
\varphi \in \operatorname{Aut}\left(A_{1}^{(l)}\right) \quad \text { and } \quad\left(\rho_{1}, \sigma_{1}\right) \in \mathfrak{V} \quad \text { with }\left(\rho_{1}, \sigma_{1}\right)<(\rho, \sigma)
$$

such that $P_{1}:=\varphi(P), Q_{1}:=\varphi(Q)$ and $\left(\rho_{1}, \sigma_{1}\right)$ satisfy conditions (a), (b), (c) and (e) of Proposition 5.3 (more precisely, these conditions are satisfied with $\left(P_{1}, Q_{1}\right)$ playing the role of $(P, Q)$ and ( $\rho_{1}, \sigma_{1}$ ) playing the role of $\left.(\rho, \sigma)\right)$. Furthermore,

$$
\frac{v_{\rho_{1}, \sigma_{1}}\left(P_{1}\right)}{v_{\rho_{1}, \sigma_{1}}\left(Q_{1}\right)}=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} \quad \text { and } \quad \frac{1}{m} \operatorname{en}_{\rho_{1}, \sigma_{1}}\left(P_{1}\right)=\left(\bar{r}-\frac{1}{l}, \bar{r}\right)
$$

Statement (2) yields an infinite, descending chain of directions ( $\rho_{k}, \sigma_{k}$ ), such that $\rho_{k} \mid l$. But there are only finitely many $\rho_{k}$ 's with $\rho_{k} \mid$. Moreover, $0<-\sigma_{k}<\rho_{k}$, so there are only finitely many ( $\rho_{k}, \sigma_{k}$ ) possible, which provide us with the desired contradiction.

We first prove statement (1). Set $A:=\frac{1}{m} \mathrm{en}_{\rho, \sigma}(P)$ and suppose $[P, Q]_{\rho, \sigma} \neq 0$. Since

$$
v_{\rho, \sigma}(P)=v_{\rho, \sigma}(m A), \quad v_{\rho, \sigma}(Q)=v_{\rho, \sigma}(n A) \quad \text { and } \quad[P, Q]=1
$$

under this assumption we have

$$
v_{\rho, \sigma}(m A+n A-(1,1))=v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-v_{\rho, \sigma}(1,1)=0
$$

Consequently,

$$
\begin{equation*}
v_{\rho, \sigma}(A)=\frac{\rho+\sigma}{m+n} \quad \text { and } \quad \rho(m \bar{r} l+n \bar{r} l-m-n-l)=-\sigma(m \bar{r} l+n \bar{r} l-l) \tag{5.38}
\end{equation*}
$$

where for the second equality we use assumption (5.37). Let

$$
d:=\operatorname{gcd}(m \bar{r} l+n \bar{r} l-l, m+n-m \bar{r} l-n \bar{r} l+l)=\operatorname{gcd}(l, m+n)
$$

From the second equality in (5.38), it follows that

$$
\begin{equation*}
\rho=\frac{m \bar{r} l+n \bar{r} l-l}{d} \text { and } \sigma=\frac{m+n-m \bar{r} l-n \bar{r} l+l}{d}=\frac{m+n}{d}-\rho \tag{5.39}
\end{equation*}
$$

and so $\rho+\sigma=(m+n) / d$. Hence, by the first equality in (5.38),

$$
v_{\rho, \sigma}(P)=m v_{\rho, \sigma}(A)=\frac{m(\rho+\sigma)}{m+n}=\frac{m}{d} \quad \text { and } \quad v_{\rho, \sigma}(Q)=n v_{\rho, \sigma}(A)=\frac{n}{d}
$$

We will see that we are lead to

$$
\begin{equation*}
v_{1,-1}(P) \leqslant 0 \quad \text { and } \quad v_{1,-1}(Q) \leqslant 0 \tag{5.40}
\end{equation*}
$$

which contradicts Remark 1.14 , since $[P, Q]=1$. In order to prove (5.40), it suffices to check that if $(i, j) \in \frac{1}{l} \mathbb{Z} \times \mathbb{N}_{0}$ and $i>j$, then $v_{\rho, \sigma}(i, j)>\max \left\{v_{\rho, \sigma}(P), v_{\rho, \sigma}(Q)\right\}$. But, writing $(i, j)=\left(j+\frac{s}{l}, j\right)$ with $s \in \mathbb{N}$, we obtain

$$
\begin{aligned}
v_{\rho, \sigma}(i, j) & =\rho j+\rho \frac{s}{l}+\frac{m+n}{d} j-\rho j \quad \text { by (5.39) } \\
& =\frac{s(m \bar{r}+n \bar{r}-1)}{d}+\frac{m+n}{d} j \text { by (5.39) } \\
& \geqslant \frac{(m+n) \bar{r}-1}{d} \\
& \geqslant \frac{m+n}{d} \text { since } \bar{r} \geqslant 2 \text { and } m+n \geqslant 1 . \\
& >\max \{m / d, n / d\} \\
& =\max \left\{v_{\rho, \sigma}(P), v_{\rho, \sigma}(Q)\right\} .
\end{aligned}
$$

This concludes the proof that $[P, Q]_{\rho, \sigma}=0$. Now, by Corollary 2.7 and the assumption (5.37), we have

$$
v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)=m v_{1,-1}\left(\bar{r}-\frac{1}{l}, \bar{r}\right)<0
$$

and

$$
v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(Q)\right)=\frac{n}{m} v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)<0
$$

which finishes the proof of statement (1).
We now prove statement (2). By statement (1), the hypothesis of Proposition 5.3 are satisfied. Let ( $\rho^{\prime}, \sigma^{\prime}$ ) and $\varphi$ be as in its statement. Set

$$
P_{1}:=\varphi(P), \quad Q_{1}:=\varphi(Q) \quad \text { and } \quad\left(\rho_{1}, \sigma_{1}\right):=\left(\rho^{\prime}, \sigma^{\prime}\right)
$$

By statements (1), (3) and (4) of Proposition 5.3, we know that

$$
\frac{v_{\rho_{1}, \sigma_{1}}\left(P_{1}\right)}{v_{\rho_{1}, \sigma_{1}}\left(Q_{1}\right)}=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)},
$$

and that conditions (b), (c) and (e) of that proposition are satisfied for $P_{1}, Q_{1}$ and ( $\rho_{1}, \sigma_{1}$ ). Moreover condition (a) follows immediately from the fact that $\varphi$ is an algebra automorphism. It remains to prove that

$$
\begin{equation*}
\rho \mid l \text { and } \frac{1}{m} \mathrm{en}_{\rho_{1}, \sigma_{1}}\left(P_{1}\right)=\left(\bar{r}-\frac{1}{l}, \bar{r}\right) . \tag{5.41}
\end{equation*}
$$

By statement (11) of Proposition 5.3, there is a ( $\rho, \sigma$ )-homogeneous element $F$, which is not a monomial, such that

$$
\begin{equation*}
[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P) \quad \text { and } \quad v_{\rho, \sigma}(F)=\rho+\sigma . \tag{5.42}
\end{equation*}
$$

By statement (2) of Proposition 2.4,

$$
\mathrm{en}_{\rho, \sigma}(F)=(1,1) \quad \text { or } \quad \mathrm{en}_{\rho, \sigma}(F) \sim \mathrm{en}_{\rho, \sigma}(P) .
$$

By statements (6) and (11) of Proposition 5.3, in the first case we have

$$
\frac{1}{m} \mathrm{en}_{\rho_{1}, \sigma_{1}}\left(P_{1}\right)=\frac{1}{m} \mathrm{st}_{\rho, \sigma}\left(P_{1}\right)=\frac{1}{m} \mathrm{en}_{\rho, \sigma}(P)=\left(\bar{r}-\frac{1}{l}, \bar{r}\right)
$$

Hence, by statement (8) of the same proposition,

$$
\mathrm{en}_{\rho, \sigma}(P)+\left(\frac{\sigma}{\rho},-1\right) \in \operatorname{Supp}(P) \subseteq \frac{1}{l} \mathbb{Z} \times \mathbb{N}_{0}
$$

Since en ${ }_{\rho, \sigma}(P) \in \frac{1}{l} \mathbb{Z} \times \mathbb{N}_{0}$, this implies that

$$
\left(\frac{\sigma}{\rho},-1\right) \in \frac{1}{l} \mathbb{Z} \times \mathbb{Z}
$$

and so $\rho \mid \sigma l$. But then $\rho \mid l$, since $\operatorname{gcd}(\rho, \sigma)=1$. This finishes the proof of condition (5.41) when $\mathrm{en}_{\rho, \sigma}(F)=(1,1)$.

Assume now that $\operatorname{en}_{\rho, \sigma}(F) \sim \operatorname{en}_{\rho, \sigma}(P)$. Then, since $\left(\bar{r}-\frac{1}{l}, \bar{r}\right)$ is indivisible in $\frac{1}{l} \mathbb{Z} \times \mathbb{N}_{0}$, we have

$$
\begin{equation*}
\operatorname{en}_{\rho, \sigma}(F)=\mu \frac{1}{m} \operatorname{en}_{\rho, \sigma}(P)=\mu\left(\bar{r}-\frac{1}{l}, \bar{r}\right) \quad \text { with } \mu \in \mathbb{N} \tag{5.43}
\end{equation*}
$$

We claim that

$$
\mu=1, \quad \bar{r}=2 \quad \text { and } \quad \rho=l
$$

By statement (2) of Theorem 2.11 there exist $\lambda_{P}, \lambda_{Q} \in K^{\times}$and a ( $\rho, \sigma$ )-homogeneous polynomial $R \in L^{(l)}$, such that

$$
\begin{equation*}
\ell_{\rho, \sigma}(P)=\lambda_{P} R^{m} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\lambda_{Q} R^{n} \tag{5.44}
\end{equation*}
$$

Note that $R$ is not a monomial, since $(\rho, \sigma) \in \operatorname{Dir}(P)$. By statement (5) of Proposition 1.9 and the assumption (5.37), we have

$$
\begin{equation*}
\operatorname{en}_{\rho, \sigma}(R)=\left(\bar{r}-\frac{1}{l}, \bar{r}\right) \text {. } \tag{5.45}
\end{equation*}
$$

Hence, by statement (2) of Proposition 3.9,

$$
\begin{equation*}
v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(R)\right)>v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(R)\right)=-\frac{1}{l} \tag{5.46}
\end{equation*}
$$

Since, by statement (3) of Theorem 4.1 and statement (4) of Proposition 1.9,

$$
v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(R)\right)=\frac{1}{m} v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(P)\right) \neq 0
$$

from inequality (5.46) it follows that

$$
\begin{equation*}
v_{1,-1}\left(\mathrm{st}_{\rho, \sigma}(R)\right)>0 \tag{5.47}
\end{equation*}
$$

Moreover, by equality (5.43) and the second equality in (5.42)

$$
v_{\rho, \sigma}\left(\mu\left(\bar{r}-\frac{1}{l}, \bar{r}\right)-(1,1)\right)=0
$$

which implies that

$$
\begin{equation*}
\rho(\mu \bar{r} l-\mu-l)=-\sigma(\mu \bar{r} l-l) . \tag{5.48}
\end{equation*}
$$

Let

$$
\begin{equation*}
d:=\operatorname{gcd}(\mu \bar{r} l-\mu-l, \mu \bar{r} l-l)=\operatorname{gcd}(\mu, l) . \tag{5.49}
\end{equation*}
$$

By equality (5.48)

$$
\rho=\frac{\mu \bar{r} l-l}{d} \quad \text { and } \quad \sigma=\frac{\mu-\mu \bar{r} l+l}{d}=\frac{\mu}{d}-\rho .
$$

Hence

$$
\begin{equation*}
\rho=\frac{\mu \bar{r} l-l}{d} \quad \text { and } \quad \rho+\sigma=\frac{\mu}{d} . \tag{5.50}
\end{equation*}
$$

So,

$$
\begin{equation*}
v_{\rho, \sigma}\left(j+\frac{s}{l}, j\right)=\frac{\mu j}{d}+\frac{(\mu \bar{r}-1) s}{d} \geqslant \frac{\mu \bar{r}-1}{d} \quad \text { for all } j \in \mathbb{N}_{0} \text { and } s \in \mathbb{N} . \tag{5.51}
\end{equation*}
$$

If $\bar{r}>2$ or $\mu>1$, this yields

$$
v_{\rho, \sigma}\left(j+\frac{s}{l}, j\right)>\frac{1}{d}=v_{\rho, \sigma}(R)
$$

where the last equality follows from (5.45) and (5.50). Hence, no $(i, j) \in \frac{1}{I} \mathbb{Z} \times \mathbb{N}$ with $i>j$ lies in the support of $R$, and so $v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(R)\right) \leqslant 0$, which contradicts inequality (5.47). Thus, necessarily $\bar{r}=2$ and $\mu=1$, which, by equality (5.49) and the first equality in (5.50), implies $d=1$ and $\rho=l$. This finishes the proof of the claim. Combining this with (5.43) and (5.45), we obtain

$$
\begin{equation*}
\mathrm{en}_{\rho, \sigma}(F)=\mathrm{en}_{\rho, \sigma}(R)=\left(2-\frac{1}{\rho}, 2\right) \tag{5.52}
\end{equation*}
$$

Now, by (2.6), there exists $\gamma \in\{1,2\}$, such that

$$
\operatorname{st}_{\rho, \sigma}(R)=\left(2-\frac{1}{\rho}+\frac{\gamma \sigma}{\rho}, 2-\gamma\right)=\left(1+\frac{(\gamma-1) \sigma}{\rho}, 2-\gamma\right),
$$

where the last equality follows from the fact that, by the second equality in (5.50), we have $\rho+\sigma=1$. But the case $\gamma=1$ is impossible, since it contradicts inequality (5.47). Thus, necessarily

$$
\begin{equation*}
\operatorname{st}_{\rho, \sigma}(R)=\left(1+\frac{\sigma}{\rho}, 0\right)=\left(\frac{1}{\rho}, 0\right) . \tag{5.53}
\end{equation*}
$$

Note that from equalities (5.52) and (5.53) it follows that $\operatorname{deg}\left(f_{R, \rho, \sigma}^{(\rho)}\right)=2$. Hence, by Remark 2.10 and the first equality in (5.44),

$$
f_{P, \rho, \sigma}^{(\rho)}=a(x-\lambda)^{2 m} \quad \text { or } \quad f_{P, \rho, \sigma}^{(\rho)}=a(x-\lambda)^{m}\left(x-\lambda^{\prime}\right)^{m},
$$

where $a, \lambda, \lambda^{\prime} \in K^{\times}$and $\lambda^{\prime} \neq \lambda$. Let $\mathfrak{f}$ be as in Proposition 5.3. By statement (4) of Proposition 1.9, the first equality in (5.44) and equality (5.53),

$$
\operatorname{st}_{\rho, \sigma}(P)=\left(\frac{m}{\rho}, 0\right) \quad \text { and } \quad \mathfrak{f}=f_{P, \rho, \sigma}^{(\rho)} .
$$

Let $m_{\lambda}$ be the multiplicity of $x-\lambda$ in $\mathfrak{f}$. By statement (6) of Proposition 5.3,

$$
\operatorname{en}_{\rho_{1}, \sigma_{1}}\left(P_{1}\right)=\operatorname{st}_{\rho, \sigma}\left(P_{1}\right)=\left(\frac{m}{\rho}-m_{\lambda} \frac{\sigma}{\rho}, m_{\lambda}\right)= \begin{cases}(m, m) & \text { if } m_{\lambda}=m \\ (2 m-m / \rho, 2 m) & \text { if } m_{\lambda}=2 m,\end{cases}
$$

where for the computation we used that $\rho+\sigma=1$. In order to finish the proof it is enough to notice that the case $m_{\lambda}$ is impossible, since it contradicts statement (3) of Theorem 4.1.

## 6. Standard minimal pairs

The aim of this paper is to determine a lower bound for

$$
B:= \begin{cases}\infty & \text { if } D C \text { is true, } \\ \min \left(\operatorname{gcd}\left(v_{1,1}(P), v_{1,1}(Q)\right)\right) & \text { where }(P, Q) \text { is a counterexample to } D C, \text { if } D C \text { is false. }\end{cases}
$$

A minimal pair is a counterexample $(P, Q)$ such that $B=\operatorname{gcd}\left(v_{1,1}(P), v_{1,1}(Q)\right)$. In this section we will prove that if $B<\infty$, then there exists a standard minimal pair as in Definition 6.10.

Although it is known that a counterexample ( $P, Q$ ) to DC can be brought into a subrectangular shape, we have to prove that this can be done without changing $\operatorname{gcd}(\operatorname{deg}(P), \operatorname{deg}(Q))$, and in such a way that the pair obtained satisfies Definition 6.10.

First we will prove some properties of minimal pairs. It is easy to verify that $v_{1,1}(P)>1$, $v_{1,1}(Q)>1$ and none of them are in $K[X]$ or $K[Y]$.

Remark 6.1. Let $(\rho, \sigma) \in \mathfrak{T}^{0}$. If $v_{\rho, \sigma}(P), v_{\rho, \sigma}(Q)>0$ and $[P, Q]_{\rho, \sigma}=0$, then the hypothesis of statement (2) of Theorem 2.11 are satisfied. Hence there exist $\lambda_{P}, \lambda_{Q} \in K^{\times}, m, n \in \mathbb{N}$ and a ( $\rho, \sigma$ )-homogeneous polynomial $R \in L$, such that

$$
\begin{equation*}
\ell_{\rho, \sigma}(P)=\lambda_{P} R^{m} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\lambda_{Q} R^{n} . \tag{6.1}
\end{equation*}
$$

Consequently, by statement (2) of Proposition 1.9,

$$
\begin{aligned}
(\rho, \sigma) \in \operatorname{Dir}(P) & \Leftrightarrow \ell_{\rho, \sigma}(P) \text { is not a monomial } \\
& \Leftrightarrow R \text { is not a monomial } \\
& \Leftrightarrow \ell_{\rho, \sigma}(Q) \text { is not a monomial } \\
& \Leftrightarrow(\rho, \sigma) \in \operatorname{Dir}(Q)
\end{aligned}
$$

Moreover by statements (2)-(5) of Proposition 1.9,

$$
\begin{equation*}
\operatorname{st}_{\rho, \sigma}(P)=\frac{m}{n} \operatorname{st}_{\rho, \sigma}(Q), \quad \operatorname{en}_{\rho, \sigma}(P)=\frac{m}{n} \operatorname{en}_{\rho, \sigma}(Q) \quad \text { and } \quad \frac{m}{n}:=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} . \tag{6.2}
\end{equation*}
$$

Lemma 6.2. Let $\bar{I}:=\{(\rho, \sigma) \in \mathfrak{V}:(1,0) \leqslant(\rho, \sigma)<(0,1)\}$. If $(P, Q)$ is a counterexample to $D C$, then
(1) $v_{\rho, \sigma}(P), v_{\rho, \sigma}(Q)>0$ for each $(\rho, \sigma) \in \bar{I}$.
(2) $[P, Q]_{\rho, \sigma}=0$ for each $(\rho, \sigma) \in \bar{I}$.
(3) $\operatorname{st}_{\rho, \sigma}(P)=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} \operatorname{st}_{\rho, \sigma}(Q)$ and $\mathrm{en}_{\rho, \sigma}(P)=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} \operatorname{en}_{\rho, \sigma}(Q)$ for each $(\rho, \sigma) \in \bar{I}$.
(4) For each $(\rho, \sigma) \in \bar{I}$, there exist $\lambda_{P}, \lambda_{\mathrm{Q}} \in K^{\times}, m, n \in \mathbb{N}$ and a $(\rho, \sigma)$-homogeneous polynomial $R \in L$, such that

$$
\ell_{\rho, \sigma}(P)=\lambda_{P} R^{m} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\lambda_{Q} R^{n}
$$

(5) $\operatorname{Dir}(P) \cap \bar{I}=\operatorname{Dir}(Q) \cap \bar{I}$.
(6) $\frac{v_{1,1}(P)}{v_{1,1}(Q)}=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)}$ for each $(\rho, \sigma) \in \operatorname{Dir}(P) \cap \bar{I}$.

Proof. Let $(\rho, \sigma) \in \bar{I}$. Since $P, Q \in A_{1} \backslash K[X] \cup K[Y]$ and $\rho, \sigma \geqslant 0$, we have $v_{\rho, \sigma}(P), v_{\rho, \sigma}(Q)>0$. This proves statement (1). We now prove statement (2). We must show that

$$
\begin{equation*}
v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)=\rho+\sigma \tag{6.3}
\end{equation*}
$$

is not possible. Note that $(\rho, \sigma) \in \bar{I}$ means that $\rho, \sigma \geqslant 0$. If $\rho=\sigma=1$, then the only possibility would be $v_{\rho, \sigma}(P)=v_{\rho, \sigma}(Q)=1$, but this is impossible. Assume $\sigma>\rho$. Since $P \notin K[x]$, there exists $(i, j) \in \operatorname{Supp}(P)$ with $j>0$. Then $v_{\rho, \sigma}(P) \geqslant \rho i+\sigma j \geqslant \sigma j \geqslant \sigma$. Hence, if equality (6.3) holds, then $v_{\rho, \sigma}(Q) \leqslant \rho<\sigma$, and so $Q \in K[x]$, which is impossible. The same argument applies to the case $\rho>\sigma$, and so statement (2) is true. Therefore, the conditions required in the previous remark are satisfied. From this we obtain immediately statements (3), (4) and (5). Finally, by (6.2), statement (3) of Proposition 3.7 and the fact that $\operatorname{Dir}(P) \cap \bar{I}$ is finite,

$$
\frac{v_{1,1}(P)}{v_{1,1}(Q)}=\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)}
$$

which proves statement (6).
Proposition 6.3. If $(P, Q)$ is a minimal pair, then neither $v_{1,1}(P)$ divides $v_{1,1}(Q)$ nor $v_{1,1}(Q)$ divides $v_{1,1}(P)$.

Proof. Assume for example that $v_{1,1}(P)$ divides $v_{1,1}(Q)$. By statement (5) of Lemma 6.2, there exist $\lambda_{P}, \lambda_{Q} \in K^{\times}, m, n \in \mathbb{N}$ and a (1,1)-homogeneous polynomial $R \in L$, such that

$$
\ell_{1,1}(P)=\lambda_{P} R^{m} \quad \text { and } \quad \ell_{1,1}(Q)=\lambda_{Q} R^{n}
$$

Since $v_{1,1}(P) \mid v_{1,1}(Q)$, we have $n=k m$ for some $k \in \mathbb{N}$. Hence, by statement (2) of Proposition 1.9,

$$
\ell_{1,1}(Q)=\ell_{1,1}\left(\frac{\lambda_{Q}}{\lambda_{P}^{k}} P^{k}\right),
$$

and so $Q_{1}:=Q-\frac{\lambda_{Q}}{\lambda_{P}^{k}} P^{k}$ satisfy $v_{1,1}\left(Q_{1}\right)<v_{1,1}(Q)$. Moreover it is clear that $\left[P, Q_{1}\right]=[P, Q]=1$. Now we can construct successively $Q_{2}, Q_{3}, \ldots$, such that $\left[P, Q_{k}\right]=1$ and $v_{1,1}\left(Q_{k}\right)<v_{1,1}\left(Q_{k-1}\right)$, until that $v_{1,1}(P)$ does not divide $v_{1,1}\left(Q_{k}\right)$. Then $B_{1}:=\operatorname{gcd}\left(v_{1,1}\left(Q_{k}\right), v_{1,1}(P)\right)<B$, which contradicts the minimality of $B$. Similarly $v_{1,1}(Q)$ divides $v_{1,1}(P)$ is impossible.

Lemma 6.4. (Compare with [10, Corollary 2.4].) Let $P \in A_{1}$ and let $(\rho, \sigma) \in \operatorname{Dir}(P)$. Assume there exists $Q \in A_{1}$ such that with $[Q, P]=1$. The following assertions hold:
(1) If $\sigma>\rho>0$, then $\rho=1$ and $\left\{\operatorname{st}_{\rho, \sigma}(P)\right\}=\operatorname{Supp}\left(\ell_{1,1}(P)\right)=\left\{\left(v_{1,1}(P), 0\right)\right\}$.
(2) If $\rho>\sigma>0$, then $\sigma=1$ and $\left\{\operatorname{en}_{\rho, \sigma}(P)\right\}=\operatorname{Supp}\left(\ell_{1,1}(P)\right)=\left\{\left(0, v_{1,1}(P)\right)\right\}$.
(3) If $\sigma>\rho>0$ or $\rho>\sigma>0$, then $f_{P, \rho, \sigma}$ is the power of a linear factor up to a constant.

Proof. Since $v_{\rho, \sigma}(P)>0$, by Theorem 4.1 there exists a ( $\rho, \sigma$ )-homogeneous $F \in A_{1}$ such that

$$
[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P) \quad \text { and } \quad v_{\rho, \sigma}(F)=\rho+\sigma .
$$

Hence

$$
\operatorname{Supp}(F) \subseteq\left\{(1,1),\left(\frac{\rho+\sigma}{\rho}, 0\right)\right\}
$$

since $(i, j) \in \operatorname{Supp}(F)$ with $j \geqslant 2$ leads to the contradiction

$$
v_{\rho, \sigma}(F) \geqslant v_{\rho, \sigma}(i, j)=i \rho+j \sigma \geqslant 2 \sigma>\rho+\sigma .
$$

Consequently there exist $c_{0}, c_{1} \in K$, not both zero, such that

$$
F=c_{0} X^{\frac{\rho+\sigma}{\rho}}+c_{1} X Y,
$$

and so

$$
\operatorname{deg}\left(f_{F, \rho, \sigma}^{(1)}\right)= \begin{cases}1 & \text { if } c_{0} \neq 0 \text { and } c_{1} \neq 0, \\ 0 & \text { otherwise } .\end{cases}
$$

Thus, by statement (1) of Corollary 4.4, the polynomial $f_{P, \rho, \sigma}^{(1)}$ has at most one irreducible factor, which is necessarily linear. On the other hand, since $(\rho, \sigma) \in \operatorname{Dir}(P)$, the polynomial $f_{P, \rho, \sigma}^{(1)}$ has degree greater than zero, and so, $f_{P, \rho, \sigma}$ has exactly one irreducible factor and this factor is linear. Therefore, again by statement (1) of Corollary 4.4, the polynomial $f_{F, \rho, \sigma}^{(1)}$ has degree greater that zero, and consequently $c_{0} \neq 0$ and $c_{1} \neq 0$. Hence, $\rho=1$ (because $F \in A_{1}$ ) and

$$
\operatorname{st}_{\rho, \sigma}(F)=\left(\frac{\rho+\sigma}{\rho}, 0\right)=(\sigma+1,0) .
$$

By statement (1) of Theorem 4.1 there exists $\lambda \in K$ such that

$$
\operatorname{st}_{\rho, \sigma}(P)=\lambda(1+\sigma, 0) .
$$

Let $(i, j) \in \operatorname{Supp}(P)$. Since

$$
v_{1,1}(i, j)=i+j \leqslant i+\sigma j=v_{\rho, \sigma}(i, j) \leqslant v_{\rho, \sigma}(\lambda+\lambda \sigma, 0)=\lambda+\lambda \sigma=v_{1,1}(\lambda+\lambda \sigma, 0),
$$

with equality only if $i=\lambda+\lambda \sigma$ and $j=0$, the last assertion in statement (1) is true. The same reasoning applies to the case $\rho>\sigma>0$.

Let $P \in A_{1} \backslash\{0\}$ and let $a, b \in \mathbb{N}$. We say that $P$ is subrectangular with vertex $(a, b)$ if

$$
(a, b) \in \operatorname{Supp}(P) \subseteq\{(i, j): 0 \leqslant i \leqslant a \text { and } 0 \leqslant j \leqslant b\} .
$$

Lemma 6.5. An element $P \in A_{1}$ is subrectangular, if and only if $P \notin K[X] \cup K[Y]$ and

$$
\operatorname{Dir}(P) \cap I=\emptyset, \quad \text { where } I:=\{(\rho, \sigma) \in \mathfrak{V}:(1,0)<(\rho, \sigma)<(0,1)\} .
$$

Proof. Assume that $P \notin K[X] \cup K[Y]$ and let

$$
\left(\rho_{1}, \sigma_{1}\right) \geqslant(1,1) \geqslant\left(\rho_{2}, \sigma_{2}\right)
$$

be such that $\left(\rho_{1}, \sigma_{1}\right)>\left(\rho_{2}, \sigma_{2}\right)$ are consecutive elements of $\overline{\operatorname{Dir}}(P)$. If $\operatorname{Dir}(P) \cap I=\emptyset$, then

$$
\left(\rho_{1}, \sigma_{1}\right) \geqslant(1,0)>(1,1)>(0,1) \geqslant\left(\rho_{2}, \sigma_{2}\right) .
$$

Consequently $\operatorname{Supp}\left(\ell_{1,1}(P)\right)$ has only one element $(a, b)$ and by statement (3) of Proposition 3.7,

$$
\mathrm{en}_{1,0}(P)=(a, b)=\mathrm{st}_{0,1}(P) .
$$

Thus $v_{1,0}(P)=a$ and $v_{0,1}(P)=b$, and so $P$ is subrectangular. Assume now that $P$ is subrectangular with corner $(a, b)$. Since $a, b \in \mathbb{N}$ it is clear that $P \notin K[X] \cup K[Y]$. Moreover $v_{1,0}(P)=a$ and $v_{0,1}(P)=b$. By Remark 3.8, in order to prove that $\operatorname{Dir}(P) \cap I=\emptyset$, it suffices to show that if $(\rho, \sigma):=\operatorname{Succ}_{P}(1,0)$ exists, then $(\rho, \sigma) \geqslant(0,1)$. Since $(a, b) \in \operatorname{Supp}\left(\ell_{1,0}(P)\right)$, we know that $\mathrm{en}_{1,0}(P)=(a, b+\gamma)$ for some $\gamma \in \mathbb{Z}$. Hence,

$$
b+\gamma-a=v_{-1,1}\left(\mathrm{en}_{1,0}(P)\right) \geqslant v_{-1,1}(a, b)=b-a
$$

where the inequality follows using again that $(a, b) \in \operatorname{Supp}\left(\ell_{1,0}(P)\right)$. This implies that $\gamma \geqslant 0$. On the other hand $b \geqslant v_{0,1}\left(\mathrm{en}_{1,0}(P)\right)=b+\gamma$, because $v_{0,1}(P)=b$. Consequently $\gamma=0$, and so $\mathrm{en}_{1,0}(P)=$ $(a, b)$. Thus st ${ }_{\rho, \sigma}(P)=(a, b)$, by statement (1) of Lemma 3.6. If $(\rho, \sigma)<(0,1)$, then, by statement (1) of Proposition 3.9,

$$
v_{0,1}(P) \geqslant v_{0,1}\left(\mathrm{en}_{\rho, \sigma}(P)\right)>v_{0,1}\left(\mathrm{st}_{\rho, \sigma}(P)\right)=v_{0,1}(a, b)=b,
$$

which contradicts that $v_{0,1}(P)=b$.
Remark 6.6. The proof of the previous lemma shows that for a subrectangular $P$ with corner $(a, b)$, it holds that

$$
\mathrm{en}_{1,0}(P)=(a, b)=\mathrm{st}_{0,1}(P)
$$

Lemma 6.7. Let $(P, Q)$ be a minimal pair. If $\ell_{1,1}(P)=\mu x^{a} y^{b}$ for some $a, b>0$, then $P$ is subrectangular with vertex $(a, b)$.

Proof. Let $(i, j) \in \operatorname{Supp}(P)$. We only will prove that $j \leqslant b$, since the fact that $i \leqslant a$ follows by applying the automorphism $\varphi$ of $A_{1}$ defined by $\varphi(X):=Y$ and $\varphi(Y):=-X$. By the very definition of Dirsup below Remark 3.2, if $\operatorname{Dirsup}_{P}(1,1)=\emptyset$, then

$$
j-i \leqslant v_{-1,1}(P)=b-a,
$$

and since $i+j \leqslant v_{1,1}(P)=a+b$, we have $j \leqslant b$, as desired. Hence we can assume that $\operatorname{Dirsup}_{P}(1,1) \neq \emptyset$. By Remark 3.8, under this assumption $(\rho, \sigma):=\operatorname{Succ}_{P}(1,1)$ exists and

$$
\begin{equation*}
(\rho, \sigma)=\min \left\{\left(\rho^{\prime}, \sigma^{\prime}\right):\left(\rho^{\prime}, \sigma^{\prime}\right) \in \operatorname{Dir}(P) \text { and }\left(\rho^{\prime}, \sigma^{\prime}\right)>(1,1)\right\} . \tag{6.4}
\end{equation*}
$$

Then, by statement (3) of Proposition 3.7,

$$
\begin{equation*}
\left\{\operatorname{st}_{\rho, \sigma}(P)\right\}=\operatorname{Supp}\left(\ell_{1,1}(P)\right)=\{(a, b)\} . \tag{6.5}
\end{equation*}
$$

We claim that $(\rho, \sigma) \geqslant(0,1)$. Suppose by contradiction that $(\rho, \sigma)<(0,1)$ or, equivalently, that $\rho>0$. Since $(1,1)<(\rho, \sigma)$, we also have $\sigma>\rho$. Hence, by statement ( 1 ) of Lemma 6.4 we obtain $\mathrm{st}_{\rho, \sigma}(P)=\left(v_{1,1}(P), 0\right)$. But this is impossible by (6.5) and the fact that $b>0$. Consequently $(\rho, \sigma) \geqslant(0,1)$. Now, since $(0,1)>(1,1)$, from equality (6.4) and statement (3) of Proposition 3.7, it follows that, if $(\rho, \sigma)>(0,1)$, then

$$
\left\{\mathrm{st}_{\rho, \sigma}(P)\right\}=\operatorname{Supp}\left(\ell_{0,1}(P)\right)=\{(a, b)\}
$$

while if $(\rho, \sigma)=(0,1)$, then $\mathrm{st}_{0,1}(P)=(a, b)$, by (6.5). Hence,

$$
j=v_{0,1}(i, j) \leqslant v_{0,1}\left(\operatorname{st}_{0,1}(P)\right)=b,
$$

as desired.
Lemma 6.8. Let $P_{1}, P_{2} \in A_{1} \backslash\{0\}$ and let $n_{i}:=v_{1,1}\left(P_{i}\right)$. There exists $\varphi \in \operatorname{Aut}\left(A_{1}\right)$ such that $v_{1,1}\left(\varphi\left(P_{i}\right)\right)=n_{i}$ and $\left(n_{i}, 0\right),\left(0, n_{i}\right) \in \operatorname{Supp}\left(\ell_{1,1}\left(\varphi\left(P_{i}\right)\right)\right)$.

Proof. Let $z:=x^{-1} y$ and let $f_{1}$ and $f_{2}$ be univariate polynomials with $\operatorname{deg}\left(f_{i}\right) \leqslant n_{i}$ such that

$$
\ell_{1,1}\left(P_{i}\right)=x^{n_{i}} f_{i}(z) .
$$

Take $\lambda \in K$ such that $f_{1}(\lambda) f_{2}(\lambda) \neq 0$ and consider the automorphism $\psi_{\lambda}: A_{1} \rightarrow A_{1}$ defined by $\psi^{\lambda}(X):=X$ and $\psi^{\lambda}(Y):=Y+\lambda X$. By Remark 5.2,

$$
\ell_{1,1}\left(\psi^{\lambda}\left(P_{i}\right)\right)=\psi_{L}^{\lambda}\left(\ell_{1,1}\left(P_{i}\right)\right)=x^{n_{i}} f_{i}(z+\lambda)
$$

Since $\lambda$ is not a root of $f_{i}$, the point $\left(n_{i}, 0\right)$ is in $\operatorname{Supp}\left(\ell_{1,1}\left(\psi^{\lambda}\left(P_{i}\right)\right)\right)$. Now let $t:=y^{-1} x$ and let $g_{1}, g_{2} \in K[t]$ be polynomials such that

$$
\ell_{1,1}\left(\psi^{\lambda}\left(P_{i}\right)\right)=y^{n_{i}} g_{i}(t)
$$

Note that $\operatorname{deg}\left(g_{i}\right)=n_{i}$, since $\left(n_{i}, 0\right) \in \operatorname{Supp}\left(\ell_{1,1}\left(\psi^{\lambda}\left(P_{i}\right)\right)\right)$. Take $\mu \in K$ such that $g_{1}(\mu) g_{2}(\mu) \neq 0$ and consider the automorphism $\phi^{\mu}: A_{1} \rightarrow A_{1}$ defined by $\phi^{\mu}(X):=X+\mu Y$ and $\phi^{\mu}(Y):=Y$. By Remark 5.2,

$$
\ell_{1,1}\left(\phi^{\mu} \circ \psi^{\lambda}\left(P_{i}\right)\right)=\phi_{L}^{\mu}\left(\ell_{1,1}\left(\psi^{\lambda}\left(P_{i}\right)\right)\right)=y^{n_{i}} g_{i}(t+\mu) .
$$

Let $\varphi:=\phi_{\mu} \circ \psi_{\lambda}$. Since $g_{i}(\mu) \neq 0$ and $\operatorname{deg}\left(g_{i}\right)=n_{i}$ we have $\left(n_{i}, 0\right),\left(0, n_{i}\right) \in \operatorname{Supp}\left(\varphi\left(P_{i}\right)\right)$.
Proposition 6.9. (Compare with [10, Corollary 2.5].) For each minimal pair ( $P, Q$ ) there is a minimal pair ( $\tilde{P}, \tilde{Q}$ ), with $\tilde{P}$ and $\tilde{Q}$ subrectangular, such that

$$
v_{1,1}(\tilde{Q})=v_{1,1}(Q) \quad \text { and } \quad v_{1,1}(\tilde{P})=v_{1,1}(P)
$$

Proof. Let $m:=v_{1,1}(P)$ and $n:=v_{1,1}(Q)$. By Lemma 6.8 we can assume without loss of generality that $(0, m),(m, 0) \in \operatorname{Supp}(P)$, which implies that $(m, 0)=\mathrm{st}_{1,1}(P)$ and $(0, m)=\mathrm{en}_{1,1}(P)$. By Theorem 4.1 there exists a (1, 1)-homogeneous element $F \in A_{1}$ such that $[P, F]_{1,1}=\ell_{1,1}(P)$ and $v_{1,1}(F)=2$. Consequently,

$$
\operatorname{Supp}(F) \subseteq\{(0,2),(1,1),(2,0)\} .
$$

From this it follows that $\operatorname{deg}\left(f_{F, 1,1}^{(1)}\right)=1$ or 2 . So, by statement (1) of Corollary 4.4 the polynomial $f_{P, 1,1}^{(1)}$ is divisible by at most two irreducible factors. Assume that $f_{P, 1,1}^{(1)}$ has two different irreducible factors. Then by (2.6) there exist $m_{1}, m_{2} \in \mathbb{N}$ and $\mu, \lambda_{1}, \lambda_{2} \in K^{\times}$with $\lambda_{1} \neq \lambda_{2}$ such that

$$
\ell_{1,1}(P)=\mu x^{m}\left(z-\lambda_{1}\right)^{m_{1}}\left(z-\lambda_{2}\right)^{m_{2}} \quad \text { where } z:=x^{-1} y .
$$

Furthermore $m_{1}+m_{2}=m$, because $(0, m) \in \operatorname{Supp}\left(\ell_{1,1}(P)\right)$, and so,

$$
\ell_{1,1}(P)=\mu\left(y-\lambda_{1} x\right)^{m_{1}}\left(y-\lambda_{2} x\right)^{m_{2}} .
$$

Let $\psi^{\prime}, \psi^{\prime \prime} \in \operatorname{Aut}\left(A_{1}\right)$ defined by

$$
\psi^{\prime}(X):=X, \quad \psi^{\prime}(Y):=Y+\lambda_{1} X, \quad \psi^{\prime \prime}(X):=X+\frac{1}{\lambda_{2}-\lambda_{1}} Y \quad \text { and } \quad \psi^{\prime \prime}(Y):=Y .
$$

Consider the map $\psi:=\psi^{\prime \prime} \circ \psi^{\prime}$ and take $\tilde{P}:=\psi(P)$ and $\tilde{Q}:=\psi(Q)$. A direct computation shows that $\psi_{L}:=\psi_{L}^{\prime \prime} \circ \psi_{L}^{\prime}$. So, by Remark 5.2,
$v_{1,1}(\tilde{P})=v_{1,1}(P), \quad v_{1,1}(\tilde{Q})=v_{1,1}(Q) \quad$ and $\quad \ell_{1,1}(\tilde{P})=\psi_{L}\left(\ell_{1,1}(P)\right)=\mu\left(\lambda_{1}-\lambda_{2}\right)^{m_{2}} y^{m_{1}} x^{m_{2}}$.
Consequently we can apply Lemma 6.7 to conclude that $\tilde{P}$ is subrectangular. But, by Lemma 6.5 , being subrectangular means precisely that $\operatorname{Dir}(P) \cap I=\emptyset$, where

$$
I:=\{(\rho, \sigma) \in \mathfrak{V}:(1,0)<(\rho, \sigma)<(0,1)\} .
$$

Hence, $\operatorname{Dir}(Q) \cap I=\emptyset$ by statement (5) of Lemma 6.2, and so $\tilde{Q}$ is also subrectangular, again by Lemma 6.5. Thus, in order to conclude the proof, it suffices to show that

$$
\begin{equation*}
\# \operatorname{factors}\left(f_{P, 1,1}^{(1)}\right)=1 \tag{6.6}
\end{equation*}
$$

is impossible. We will prove this showing that if equality (6.6) is true, then there exists a counterexample ( $P_{1}, Q_{1}$ ) to DC with

$$
\begin{equation*}
\frac{v_{1,1}\left(P_{1}\right)}{v_{1,1}\left(Q_{1}\right)}=\frac{v_{1,1}(P)}{v_{1,1}(Q)} \quad \text { and } \quad v_{1,1}\left(P_{1}\right)<v_{1,1}(P) \tag{6.7}
\end{equation*}
$$

which leads to an immediate contradiction, since it implies that $\operatorname{gcd}\left(v_{1,1}\left(Q_{1}\right), v_{1,1}\left(P_{1}\right)\right)<B$. Assume that $f_{P, 1,1}^{(1)}$ has only one irreducible factor. Then, by equalities (2.6) we know that there exist $\mu, \lambda \in$ $K^{\times}$such that

$$
\ell_{1,1}(P)=\mu x^{m}(z \lambda+1)^{k} \quad \text { where } z:=x^{-1} y
$$

Furthermore $k=m$, because $(0, m) \in \operatorname{Supp}\left(\ell_{1,1}(P)\right)$, and so,

$$
\begin{equation*}
\ell_{1,1}(P)=\mu(x+\lambda y)^{m} . \tag{6.8}
\end{equation*}
$$

Consider the automorphism $\varphi^{\prime}$ of $A_{1}$ defined by

$$
\varphi^{\prime}(X):=X-\lambda Y \quad \text { and } \quad \varphi^{\prime}(Y):=Y
$$

and set $\ddot{P}:=\varphi^{\prime}(P)$ and $\ddot{Q}:=\varphi^{\prime}(Q)$. By Remark 5.2,

$$
\begin{equation*}
\ell_{1,1}(\ddot{P})=\varphi_{L}^{\prime}\left(\ell_{1,1}(P)\right) \quad \text { and } \quad v_{1,1}(\ddot{P})=m \tag{6.9}
\end{equation*}
$$

On the other hand, a direct computation using (6.8) shows that

$$
\ell_{1,1}(\ddot{P})=\varphi_{L}^{\prime}\left(\ell_{1,1}(P)\right)=\mu x^{m}
$$

which implies that

$$
\begin{equation*}
\operatorname{Supp}\left(\ell_{1,1}(\ddot{P})\right)=\{(m, 0)\} \tag{6.10}
\end{equation*}
$$

Note that $\operatorname{Dirsup}_{\ddot{p}}(1,1) \neq \emptyset$. In fact, otherwise by the definition of Dirsup below Remark 3.2,

$$
j-i=v_{-1,1}(i, j) \leqslant v_{-1,1}(\ddot{P}) \leqslant v_{-1,1}\left(\operatorname{en}_{1,1}(\ddot{P})\right)=v_{-1,1}(m, 0)=-m \quad \text { for all }(i, j) \in \operatorname{Supp}(\ddot{P}),
$$

but, since $i+j=v_{1,1}(i, j) \leqslant v_{1,1}(\ddot{P})=m$, this implies $j \leqslant 0$ for all $(i, j) \in \operatorname{Supp}(\ddot{P})$, which is false. Let $(\rho, \sigma):=\operatorname{Succ}_{\tilde{p}}(1,1)$. By the fact that $(1,1) \notin \operatorname{Dir}(P)$ and Remark 3.8, we know that $(\rho, \sigma) \in \operatorname{Dir}(P)$ and that there exists $\left(\rho^{\prime}, \sigma^{\prime}\right) \in \overline{\operatorname{Dir}}(P)$ such that

$$
\begin{equation*}
(\rho, \sigma)>\left(\rho^{\prime}, \sigma^{\prime}\right) \text { are consecutive elements of } \overline{\operatorname{Dir}}(P) \quad \text { and } \quad(\rho, \sigma)>(1,1)>\left(\rho^{\prime}, \sigma^{\prime}\right) \tag{6.11}
\end{equation*}
$$

So, by statement (3) of Proposition 3.7 and the second equality in (6.10),

$$
\begin{equation*}
\left\{\operatorname{st}_{\rho, \sigma}(\ddot{P})\right\}=\operatorname{Supp}\left(\ell_{1,1}(\ddot{P})\right)=\{(m, 0)\} . \tag{6.12}
\end{equation*}
$$

We claim that $(\rho, \sigma)<(0,1)$. In fact, if $(0,1)<(\rho, \sigma)$, then by statement (2) of Proposition 3.9,

$$
v_{0,1}\left(\operatorname{en}_{\rho, \sigma}(\ddot{P})\right)<v_{0,1}\left(\operatorname{st}_{\rho, \sigma}(\ddot{P})\right)=0,
$$

which is impossible since $\ddot{P} \in A_{1}$; while if $(\rho, \sigma)=(0,1)$, then

$$
v_{0,1}(\ddot{P})=v_{0,1}\left(\operatorname{st}_{\rho, \sigma}(\ddot{P})\right)=v_{0,1}(m, 0)=0
$$

which leads to $\ddot{P} \in K[X]$, contradicting the comment above Remark 6.1 and finishing the proof of the claim. By equality (6.12) and the third equality in (2.6), we have

$$
\begin{equation*}
\ell_{\rho, \sigma}(\ddot{P})=\mu x^{m} f_{\ddot{P}, \rho, \sigma}^{(1)}(z) \quad \text { where } z:=x^{-\frac{\sigma}{\rho}} y . \tag{6.13}
\end{equation*}
$$

Note that $(1,1)<(\rho, \sigma)<(0,1)$ means $\sigma>\rho>0$. So, by statements (1) and (3) of Lemma 6.4, the polynomial $f_{\dot{P}, \rho, \sigma}^{(1)}$ has only one irreducible factor and $\rho=1$. Consequently, there exist $k \in \mathbb{N}$ and $\eta \in K^{\times}$, such that

$$
\begin{equation*}
\ell_{1, \sigma}(\ddot{P})=\mu x^{m}(z-\eta)^{k}=\mu x^{m-k \sigma}\left(y-\eta x^{\sigma}\right)^{k} . \tag{6.14}
\end{equation*}
$$

Let $\varphi^{\prime \prime} \in \operatorname{Aut}\left(A_{1}\right)$ be the automorphism defined by $\varphi^{\prime \prime}(X):=X$ and $\varphi^{\prime \prime}(Y):=Y+\eta X^{\sigma}$ and set $P_{1}:=$ $\varphi^{\prime \prime}(\ddot{P})$ and $Q_{1}:=\varphi^{\prime \prime}(\ddot{Q})$. By Remark 5.2

$$
\begin{equation*}
\ell_{1, \sigma}\left(P_{1}\right)=\varphi_{L}^{\prime \prime}\left(\ell_{1, \sigma}(\ddot{P})\right)=\mu x^{m-k \sigma} y^{k} \quad \text { and } \quad v_{1, \sigma}\left(P_{1}\right)=v_{1, \sigma}(\ddot{P}) . \tag{6.15}
\end{equation*}
$$

Hence, for each $(i, j) \in \operatorname{Supp}\left(P_{1}\right)$ we have

$$
v_{1, \sigma}(i, j)=i+j \sigma \leqslant v_{1, \sigma}\left(P_{1}\right)=v_{1, \sigma}(\ddot{P})=m,
$$

which, combined with the fact that $\sigma \geqslant 1$, gives

$$
v_{1,1}(i, j)=i+j \leqslant i+j \sigma \leqslant m=v_{1,1}(P)
$$

Since $\sigma>1$, the equality is only possible if $j=0$ and $i=m$. But $(m, 0) \notin \operatorname{Supp}\left(P_{1}\right)$ since $k>0$, and so $v_{1,1}\left(P_{1}\right)<v_{1,1}(P)$, which is the second condition in (6.7). It remains to check the first one, which follows from the series of equalities

$$
\frac{v_{1,1}\left(P_{1}\right)}{v_{1,1}\left(Q_{1}\right)}=\frac{v_{1, \sigma}\left(P_{1}\right)}{v_{1, \sigma}\left(Q_{1}\right)}=\frac{v_{1, \sigma}(\ddot{P})}{v_{1, \sigma}(\ddot{Q})}=\frac{v_{1,1}(\ddot{P})}{v_{1,1}(\ddot{Q})}=\frac{v_{1,1}(P)}{v_{1,1}(Q)},
$$

where the first and the third one are true by statement (6) of Lemma 6.2 and the second and fourth one, by Remark 5.2.

Definition 6.10. A minimal pair $(P, Q)$ is called a standard minimal pair if $P$ and $Q$ are subrectangular and $v_{1,-1}\left(\mathrm{st}_{1,0}(P)\right), v_{1,-1}\left(\mathrm{st}_{1,0}(Q)\right)<0$.

Corollary 6.11. For each minimal pair ( $P, Q$ ), there exists a standard minimal pair ( $\tilde{P}, \tilde{Q})$ such that

$$
v_{1,1}(\tilde{Q})=v_{1,1}(Q) \quad \text { and } \quad v_{1,1}(\tilde{P})=v_{1,1}(P) .
$$

Proof. By Proposition 6.9 we know that there exists a minimal pair $\left(P_{1}, Q_{1}\right)$ with $P_{1}$ and $Q_{1}$ subrectangular such that

$$
\begin{equation*}
v_{1,1}\left(P_{1}\right)=v_{1,1}(P) \quad \text { and } \quad v_{1,1}\left(Q_{1}\right)=v_{1,1}(Q) \tag{6.16}
\end{equation*}
$$

Let $(a, b)$ be such that $\{(a, b)\}=\operatorname{Supp}\left(\ell_{1,1}\left(P_{1}\right)\right)$. Since $v_{1,1}\left(P_{1}\right)=a+b>0$ it follows from statement (3) of Theorem 4.1 that $a \neq b$. Applying, if necessary, the automorphism $\varphi$ of $A_{1}$ defined by $\varphi(X):=Y$ and $\varphi(Y):=-X$, we can suppose that $b>a$. Hence, by Remark 6.6

$$
\begin{equation*}
v_{1,-1}\left(\mathrm{en}_{1,0}\left(P_{1}\right)\right)=v_{1,-1}((a, b))<0 \tag{6.17}
\end{equation*}
$$

Moreover, since $(1,0) \in \bar{I}$, it follows from statements (1) and (3) of Lemma 6.2 that

$$
\begin{equation*}
v_{1,-1}\left(\mathrm{en}_{1,0}\left(Q_{1}\right)\right)=\frac{v_{1,0}\left(Q_{1}\right)}{v_{1,0}\left(P_{1}\right)} v_{1,-1}\left(\mathrm{en}_{1,0}\left(P_{1}\right)\right)<0 \tag{6.18}
\end{equation*}
$$

If $(1,0) \notin \operatorname{Dir}\left(P_{1}\right)$, then by statement (5) of Lemma 6.2, we know that $(1,0) \notin \operatorname{Dir}\left(Q_{1}\right)$. Thus

$$
v_{1,-1}\left(\operatorname{st}_{1,0}\left(P_{1}\right)\right)=v_{1,-1}\left(\operatorname{en}_{1,0}\left(P_{1}\right)\right)<0 \quad \text { and } \quad v_{1,-1}\left(\operatorname{st}_{1,0}\left(Q_{1}\right)\right)=v_{1,-1}\left(\operatorname{en}_{1,0}\left(Q_{1}\right)\right)<0
$$

and so we can take $(\tilde{P}, \tilde{Q}):=\left(P_{1}, Q_{1}\right)$. Hence we can assume that $(1,0) \in \operatorname{Dir}\left(P_{1}\right)$. We claim that conditions (a)-(f) of Proposition 5.3 are satisfied for $P_{1}, Q_{1}$ and $(\rho, \sigma):=(1,0)$. In fact condition (a) is trivial and conditions (b), (c) and (d) follow easily from Lemma 6.2. Now, by (6.16) we know that $\left(P_{1}, Q_{1}\right)$ is a minimal pair and so condition (e) follows from Proposition 6.3 and statement (6) of Lemma 6.2. Finally condition (f) is (6.17) and (6.18). Let $\varphi$ be as in Proposition 5.3 and let $\tilde{P}:=\varphi\left(P_{1}\right)$ and $\tilde{Q}:=\varphi\left(Q_{1}\right)$. Since

$$
(1,1) \in I \quad \text { and } I \subseteq\left\{\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right):(1,0)<\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right)<(-1,1)\right\}
$$

it follows from statement (5) of Proposition 5.3 that

$$
\begin{equation*}
\operatorname{Dir}(\tilde{P}) \cap I=\operatorname{Dir}\left(P_{1}\right) \cap I, \quad \operatorname{Dir}(\tilde{Q}) \cap I=\operatorname{Dir}\left(Q_{1}\right) \cap I \tag{6.19}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{1,1}(\tilde{P})=v_{1,1}\left(P_{1}\right), \quad v_{1,1}(\tilde{Q})=v_{1,1}\left(Q_{1}\right) \tag{6.20}
\end{equation*}
$$

From (6.19) and Lemma 6.5 we conclude that $\tilde{P}$ and $\tilde{Q}$ are subrectangular and from (6.20) it follows that $(\tilde{P}, \tilde{Q})$ is a minimal pair. By statements (2), (6) and (7) of Proposition 5.3

$$
v_{1,-1}\left(\operatorname{st}_{1,0}(\tilde{P})\right)<0 \quad \text { and } \quad v_{1,-1}\left(\operatorname{st}_{1,0}(\tilde{Q})\right)<0
$$

and so $(\tilde{P}, \tilde{Q})$ is a standard minimal pair.

## 7. Computing lower bounds

In this last section we will prove that $B>15$. For this we start from a standard minimal pair $(P, Q)$ and find in Proposition 7.2 a direction $(\rho, \sigma)$ such that $v_{1,-1}\left(s t_{\rho, \sigma}(P)\right)>0$ and $v_{1,-1}\left(\mathrm{en}_{\rho, \sigma}(P)\right)<0$. The condition this imposes on the involved corners are shown in Proposition 7.3 and allow to prove the desired result.

In a forthcoming article we will carry over this result from Dixmier pairs to Jacobian pairs. This will improve the lower bound for the greatest common divisor of the degrees given in [12] and [13] which is $B>8$.

Lemma 7.1. Let $P, Q \in A_{1}$ and $(\rho, \sigma) \in \overline{\mathfrak{V}}$ with $\sigma<0$. If $[Q, P]=1$ and $\mathrm{en}_{\rho, \sigma}(P)=\lambda \mathrm{en}_{\rho, \sigma}(Q)$ for some $\lambda>0$, then
(1) $v_{\rho, \sigma}(P), v_{\rho, \sigma}(Q)>0$,
(2) $[Q, P]_{\rho, \sigma}=0$,
(3) $(\rho, \sigma) \in \operatorname{Dir}(P)$ if and only if $(\rho, \sigma) \in \operatorname{Dir}(Q)$.

Proof. (1) If $v_{\rho, \sigma}(P) \leqslant 0$, then $v_{\rho, \sigma}(Q)=\lambda v_{\rho, \sigma}(P) \leqslant 0$. When $(\rho, \sigma)=(1,-1)$, this is impossible by Remark 1.14. Assume now that $\rho+\sigma>0$. Then, by Remark 1.13, we have

$$
0=v_{\rho, \sigma}([Q, P]) \leqslant v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)-(\rho+\sigma)<0
$$

which is also impossible. So $v_{\rho, \sigma}(P)>0$, and similarly $v_{\rho, \sigma}(Q)>0$.
(2) When $(\rho, \sigma)=(1,-1)$, it follows immediately from statement (1) that $[Q, P]_{\rho, \sigma}=0$. Assume now that $\rho+\sigma>0$ and suppose by contradiction that $[Q, P]_{\rho, \sigma} \neq 0$. Then $[Q, P]_{\rho, \sigma}=1$ and so

$$
\begin{equation*}
v_{\rho, \sigma}(P)+v_{\rho, \sigma}(Q)=\rho+\sigma>0 \tag{7.1}
\end{equation*}
$$

Moreover, by statement (1),

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(P) \neq(0,0) \neq \mathrm{st}_{\rho, \sigma}(Q) \tag{7.2}
\end{equation*}
$$

We claim that $F:=\Psi^{-1}\left(\ell_{\rho, \sigma}(P Q)\right)$ satisfies

$$
[F, P]_{\rho, \sigma}=\ell_{\rho, \sigma}(P) \quad \text { and } \quad[F, Q]_{\rho, \sigma}=-\ell_{\rho, \sigma}(Q)
$$

In fact, we have
$v_{\rho, \sigma}([P Q, P])=v_{\rho, \sigma}(P)=v_{\rho, \sigma}(Q)+2 v_{\rho, \sigma}(P)-(\rho+\sigma)=v_{\rho, \sigma}(P Q)+v_{\rho, \sigma}(P)-(\rho+\sigma)$,
where the second equality follows from (7.1), and the last one from statement (3) of Proposition 1.9. Hence $[P Q, P]_{\rho, \sigma} \neq 0$, and so

$$
\begin{equation*}
\ell_{\rho, \sigma}(P)=\ell_{\rho, \sigma}([P Q, P])=[P Q, P]_{\rho, \sigma}=[F, P]_{\rho, \sigma} \tag{7.3}
\end{equation*}
$$

where the last equality follows from Corollary 2.6. Similarly

$$
[F, Q]_{\rho, \sigma}=-\ell_{\rho, \sigma}(Q)
$$

So, by Proposition 2.4,

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(F)=(1,1) \quad \text { or } \quad \mathrm{st}_{\rho, \sigma}(Q) \sim \mathrm{st}_{\rho, \sigma}(F) \sim \mathrm{st}_{\rho, \sigma}(P) . \tag{7.4}
\end{equation*}
$$

Moreover, by statement (4) of Proposition 1.9,

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(F)=\mathrm{st}_{\rho, \sigma}(Q)+\mathrm{st}_{\rho, \sigma}(P) . \tag{7.5}
\end{equation*}
$$

If $\operatorname{st}_{\rho, \sigma}(F)=(1,1)$, then by (7.2) and (7.5), we have

$$
\left\{\operatorname{st}_{\rho, \sigma}(P), \operatorname{st}_{\rho, \sigma}(Q)\right\}=\{(0,1),(1,0)\}
$$

which contradicts statement (1) since $v_{\rho, \sigma}(0,1)=\sigma<0$. Thus, we can assume that the second condition in (7.4) is satisfied. Then, by (7.2), there exist $\lambda_{P}, \lambda_{Q} \geqslant 0$ such that

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(F)=\lambda_{P} \mathrm{st}_{\rho, \sigma}(P) \quad \text { and } \quad \mathrm{st}_{\rho, \sigma}(F)=\lambda_{Q} \mathrm{st}_{\rho, \sigma}(Q) . \tag{7.6}
\end{equation*}
$$

Since, by equality (7.3), we have $v_{\rho, \sigma}(F)=\rho+\sigma$, there exists $\mu \geqslant-1$ such that

$$
\mathrm{st}_{\rho, \sigma}(F)=(1,1)+\mu(-\sigma / \rho, 1) .
$$

Note that

$$
\begin{aligned}
\sigma<0 \text { and } \rho+\sigma>0 & \Rightarrow \rho>1 \Rightarrow \frac{\sigma}{\rho} \notin \mathbb{Z} \Rightarrow \operatorname{st}_{\rho, \sigma}(F) \neq(1+\sigma / \rho, 0) \\
& \Rightarrow \mu \neq-1 .
\end{aligned}
$$

Because of $\operatorname{st}_{\rho, \sigma}(F) \neq(1,1)$, we have $\mu>0$. Hence

$$
v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(F)\right)=-\mu(\sigma+\rho) / \rho<0,
$$

which combined with (7.6) gives

$$
0>v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(F)\right)=\lambda_{P} v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(P)\right) \quad \text { and } \quad 0>v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(F)\right)=\lambda_{Q} v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(Q)\right)
$$

Since $\lambda_{P}, \lambda_{Q} \geqslant 0$, we conclude that

$$
0>v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(P)\right)=v_{1,-1}\left(\ell_{\rho, \sigma}(P)\right) \quad \text { and } \quad 0>v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(Q)\right)=v_{1,-1}\left(\ell_{\rho, \sigma}(Q)\right)
$$

But then, by Corollary 2.6 and Remark 1.13,

$$
\begin{aligned}
v_{1,-1}\left([Q, P]_{\rho, \sigma}\right) & =v_{1,-1}\left(\left[\Psi^{-1}\left(\ell_{\rho, \sigma}(Q)\right), \Psi^{-1}\left(\ell_{\rho, \sigma}(P)\right)\right]_{\rho, \sigma}\right) \\
& \leqslant v_{1,-1}\left(\ell_{\rho, \sigma}(P)\right)+v_{1,-1}\left(\ell_{\rho, \sigma}(Q)\right)<0,
\end{aligned}
$$

which contradicts $[Q, P]_{\rho, \sigma}=1$.
(3) This is a consequence of Remark 6.1 and statements (1) and (2).

Proposition 7.2. For each standard minimal pair $(P, Q)$ there exists $(\rho, \sigma) \in \operatorname{Dir}(P) \cap \operatorname{Dir}(Q)$, such that
(1) $\sigma<0$,
(2) $v_{\rho, \sigma}(P)>0$ and $v_{\rho, \sigma}(Q)>0$,
(3) $[P, Q]_{\rho, \sigma}=0$,
(4) $\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)}=\frac{v_{1,1}(P)}{v_{1,1}(Q)}$,
(5) $\frac{v_{\rho, \sigma}(Q)}{v_{\rho, \sigma}(P)} \notin \mathbb{N}$ and $\frac{v_{\rho, \sigma}(P)}{v_{\rho, \sigma}(Q)} \notin \mathbb{N}$,
(6) $v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(P)\right)>0$ and $v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)<0$.

Proof. Consider the set $V_{-}(P)$ made out of directions in $\overline{\operatorname{Dir}}(P)$ lower than $(1,0)$ together with $(1,0)$. We have

$$
V_{-}(P)=\left\{\left(\rho_{0}, \sigma_{0}\right)=(1,-1)<\left(\rho_{1}, \sigma_{1}\right)<\cdots<\left(\rho_{k}, \sigma_{k}\right)=(1,0)\right\} .
$$

By statement (1) of Lemma 6.2, there exist $m, n \in \mathbb{N}$, coprime such that

$$
\frac{m}{n}=\frac{v_{1,1}(P)}{v_{1,1}(Q)} .
$$

Then, by statements (3) and (6) of Lemma 6.2,

$$
\begin{equation*}
\mathrm{st}_{1,0}(P)=\frac{m}{n} \mathrm{st}_{1,0}(Q) . \tag{7.7}
\end{equation*}
$$

Let $j \in\{0, \ldots, k-1\}$. We claim that if

$$
\mathrm{st}_{\rho_{j+1}, \sigma_{j+1}}(P)=\frac{m}{n} \mathrm{st}_{\rho_{j+1}, \sigma_{j+1}}(Q),
$$

then

$$
\begin{equation*}
v_{\rho_{j}, \sigma_{j}}(P), v_{\rho_{j}, \sigma_{j}}(Q)>0, \quad[P, Q]_{\rho_{j}, \sigma_{j}}=0 \quad \text { and } \quad \frac{v_{\rho_{j}, \sigma_{j}}(P)}{v_{\rho_{j}, \sigma_{j}}(Q)}=\frac{m}{n} \tag{7.8}
\end{equation*}
$$

In order to prove this claim we take

$$
\left(\rho^{\prime}, \sigma^{\prime}\right):=\max \left\{\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right) \in \overline{\operatorname{Dir}}(P) \cup \overline{\operatorname{Dir}}(Q):\left(\rho^{\prime \prime}, \sigma^{\prime \prime}\right)<\left(\rho_{j+1}, \sigma_{j+1}\right)\right\}
$$

and we apply statement (3) of Proposition 3.7 to obtain

$$
\begin{equation*}
\operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(P)=\operatorname{st}_{\rho_{j+1}, \sigma_{j+1}}(P)=\frac{m}{n} \operatorname{st}_{\rho_{j+1}, \sigma_{j+1}}(Q)=\frac{m}{n} \mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(Q) . \tag{7.9}
\end{equation*}
$$

So, we are in the conditions to apply Lemma 7.1, since

$$
\left(\rho^{\prime}, \sigma^{\prime}\right)<\left(\rho_{j+1}, \sigma_{j+1}\right) \leqslant(1,0) \Rightarrow \sigma^{\prime}<0 .
$$

Consequently by statement (3) of that Lemma ( $\left.\rho^{\prime}, \sigma^{\prime}\right)=\left(\rho_{j}, \sigma_{j}\right)$, and by statements (1) and (2), the first two conditions in (7.8) are satisfied. Finally the last one follows immediately from (7.9), finishing the proof of the claim.

Now note that (7.8) and (6.2) imply

$$
\mathrm{st}_{\rho_{j}, \sigma_{j}}(P)=\frac{m}{n} \mathrm{st}_{\rho_{j}, \sigma_{j}}(Q) \quad \text { for } j>0
$$

So we can start from (7.7) and apply an inductive procedure in order to obtain (7.8) for all $j=$ $0, \ldots, k-1$. Consequently, ( $\rho_{j}, \sigma_{j}$ ) satisfies statements (1), (2), (3) and (4) for $j=0, \ldots, k-1$. Moreover, by Proposition 6.3 they also satisfy statement (5). We now are going to prove that one of this ( $\rho_{j}, \sigma_{j}$ ) satisfies statement (6). Since, by statement (3) of Proposition 3.7,

$$
\mathrm{st}_{\rho_{1}, \sigma_{1}}(P)=\mathrm{en}_{1,-1}(P)
$$

we have

$$
\begin{equation*}
v_{1,-1}\left(\mathrm{st}_{\rho_{1}, \sigma_{1}}(P)\right)=v_{1,-1}(P)>0 \tag{7.10}
\end{equation*}
$$

where the inequality follows from (7.8) for $j=0$. Furthermore, by statement (2) of Proposition 3.9 and statement (3) of Proposition 3.7,

$$
\begin{equation*}
v_{1,-1}\left(\operatorname{st}_{\rho_{j}, \sigma_{j}}(P)\right)>v_{1,-1}\left(\operatorname{en}_{\rho_{j}, \sigma_{j}}(P)\right)=v_{1,-1}\left(\operatorname{st}_{\rho_{j+1}, \sigma_{j+1}}(P)\right) \quad \text { for all } 0<j<k \tag{7.11}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
v_{1,-1}\left(\operatorname{st}_{\rho_{k}, \sigma_{k}}(P)\right)=v_{1,-1}\left(\operatorname{st}_{1,0}(P)\right)<0 \tag{7.12}
\end{equation*}
$$

since $(P, Q)$ is a standard minimal pair. Combining (7.10), (7.11) and (7.12) we obtain that there exists $0<j<k$ such that

$$
v_{1,-1}\left(\operatorname{st}_{\rho_{j}, \sigma_{j}}(P)\right)>0 \quad \text { and } \quad v_{1,-1}\left(\operatorname{en}_{\rho_{j}, \sigma_{j}}(P)\right) \leqslant 0
$$

But by statement (3) of Theorem 4.1, which can be applied since $v_{\rho_{j}, \sigma_{j}}(P)>0$, the equality $v_{1,-1}\left(\mathrm{en}_{\rho_{j}, \sigma_{j}}(P)\right)=0$ is impossible. So, in order to finish the proof it suffices to note that, by statement (3) of Lemma 7.1, we have $\left(\rho_{j}, \sigma_{j}\right) \in \operatorname{Dir}(P) \cap \operatorname{Dir}(Q)$.

Let $(P, Q)$ be a standard minimal pair. By statement (1) of Lemma 6.2 , there exist $m, n \in \mathbb{N}$ coprime, such that

$$
\frac{m}{n}=\frac{v_{1,1}(P)}{v_{1,1}(Q)}
$$

Let $(\rho, \sigma)$ be as in Proposition 7.2. Set

$$
C_{0}:=\frac{1}{m} \mathrm{en}_{\rho, \sigma}(P) \quad \text { and } \quad C_{1}:=\frac{1}{m} \mathrm{st}_{\rho, \sigma}(P)
$$

By Theorem 4.1 there exists a $(\rho, \sigma)$-homogeneous $F \in A_{1}$ such that

$$
[P, F]_{\rho, \sigma}=\ell_{\rho, \sigma}(P) \quad \text { and } \quad v_{\rho, \sigma}(F)=\rho+\sigma
$$

Write $\left(f_{1}, f_{2}\right)=\operatorname{en}_{\rho, \sigma}(F),(u, v)=C_{0},\left(r^{\prime}, s^{\prime}\right)=C_{1}$ and set $\gamma:=\left(v-s^{\prime}\right) / \rho$. Note that

$$
v_{\rho, \sigma}(u, v)=v_{\rho, \sigma}\left(r^{\prime}, s^{\prime}\right) \quad \text { and } \quad r^{\prime}<u,
$$

where the inequality follows from statement (1) of Proposition 3.9, since $(\rho, \sigma)<(1,0)$.
Proposition 7.3. It holds that $C_{0}, C_{1} \in \mathbb{N}_{0} \times \mathbb{N}_{0}$ and $v_{\rho, \sigma}\left(C_{0}\right)=v_{\rho, \sigma}\left(C_{1}\right)$. Moreover,
(1) $u<v$ and $r^{\prime}>s^{\prime}$,
(2) $f_{1} \geqslant 2$ and $u \geqslant 3$,
(3) $\operatorname{gcd}(u, v)>1$,
(4) $\mathrm{en}_{\rho, \sigma}(F)=\mu C_{0}$ for some $0<\mu<1$,
(5) $(\rho, \sigma)=\operatorname{dir}\left(f_{1}-1, f_{2}-1\right)$,
(6) ifd $:=\operatorname{gcd}\left(f_{1}-1, f_{2}-1\right)=1$ then

$$
C_{2}:=C_{1}+\left(\gamma-s^{\prime}\right)\left(-\frac{\sigma}{\rho}, 1\right)
$$

is not of the form $\left(\bar{r}-\frac{1}{\rho}, \bar{r}\right)$ for any $\bar{r} \geqslant 2$.
Proof. By statements (1)-(4) of Proposition 7.2 and statement (2) of Theorem 2.11 there exist $\lambda_{P}, \lambda_{Q} \in K^{\times}$and a ( $\rho, \sigma$ )-homogeneous element $R \in L$, such that

$$
\begin{equation*}
\ell_{\rho, \sigma}(P)=\lambda_{P} R^{m} \quad \text { and } \quad \ell_{\rho, \sigma}(Q)=\lambda_{P} R^{n} \tag{7.13}
\end{equation*}
$$

By statements (4) and (5) of Proposition 1.9, necessarily $C_{0}=\mathrm{en}_{\rho, \sigma}(R)$ and $C_{1}=\mathrm{st}_{\rho, \sigma}(R)$, and so both are in $\mathbb{N}_{0} \times \mathbb{N}_{0}$ and $v_{\rho, \sigma}\left(C_{0}\right)=v_{\rho, \sigma}\left(C_{1}\right)$. Statement (1) follows from the fact that $v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)<0$ and $v_{1,-1}\left(\mathrm{st}_{\rho, \sigma}(P)\right)>0$ (statement (5) of Proposition 7.2). In order to prove the rest of the proposition we need some computations. Note that

$$
\operatorname{st}_{\rho, \sigma}(F), \operatorname{en}_{\rho, \sigma}(F) \in\{(1,1)+\alpha(-\sigma / \rho, 1): \alpha \in \mathbb{Z}, \alpha \geqslant-1\} .
$$

But $\alpha=-1$ cannot occur, since $(1+\sigma / \rho, 0)$ is not in $\mathbb{N}_{0} \times \mathbb{N}_{0}$, due to $\rho>-\sigma>0$. Since, by statement (1) of Corollary 4.4, the element $F$ is not a monomial, there exist $\alpha_{\text {st }} \neq \alpha_{\text {en }}$ in $\mathbb{N}_{0}$, such that

$$
\operatorname{st}_{\rho, \sigma}(F)=(1,1)+\alpha_{\mathrm{st}}(-\sigma / \rho, 1) \quad \text { and } \quad \mathrm{en}_{\rho, \sigma}(F)=(1,1)+\alpha_{\mathrm{en}}(-\sigma / \rho, 1) .
$$

Since

$$
v_{1,-1}\left(\operatorname{st}_{\rho, \sigma}(F)\right)=-\alpha_{\mathrm{st}} \frac{\rho+\sigma}{\rho} \leqslant 0,
$$

it is impossible that $\mathrm{st}_{\rho, \sigma}(F) \sim \mathrm{st}_{\rho, \sigma}(P)$, because $v_{1,-1}\left(\mathrm{st}_{\rho, \sigma}(P)\right)>0$ (statement (5) of Proposition 7.2). Hence, by statement (1) of Theorem 4.1,

$$
\begin{equation*}
\mathrm{st}_{\rho, \sigma}(F)=(1,1) \tag{7.14}
\end{equation*}
$$

But this means that $\alpha_{\mathrm{st}}=0$ and so $\alpha_{\mathrm{en}}>0$. Consequently,

$$
\begin{equation*}
f_{1}=1-\alpha_{\text {en }} \frac{\sigma}{\rho} \geqslant 2 \tag{7.15}
\end{equation*}
$$

and, by statement (2) of Theorem 4.1,

$$
\mathrm{en}_{\rho, \sigma}(F) \sim \mathrm{en}_{\rho, \sigma}(P)
$$

From $v_{\rho, \sigma}(F) \neq 0 \neq v_{\rho, \sigma}(P)$ we obtain

$$
\mathrm{en}_{\rho, \sigma}(F) \neq(0,0) \neq \mathrm{en}_{\rho, \sigma}(P),
$$

and therefore

$$
\left(f_{1}, f_{2}\right)=\operatorname{en}_{\rho, \sigma}(F)=\frac{\mu}{m} \operatorname{en}_{\rho, \sigma}(P)=\mu C_{0}=\mu(u, v) \quad \text { for some } \mu>0
$$

Notice that

$$
v_{\rho, \sigma}\left(C_{1}\right)=r^{\prime} \rho+s^{\prime} \sigma=\left(r^{\prime}-s^{\prime}\right) \rho+s^{\prime}(\rho+\sigma) \geqslant\left(r^{\prime}-s^{\prime}\right) \rho \geqslant \rho>\rho+\sigma
$$

since $r^{\prime}-s^{\prime}=\frac{1}{m} v_{1,-1}\left(s t_{\rho, \sigma}(P)\right)>0$. Hence $\mu \geqslant 1$ is impossible, as it would lead to the contradiction

$$
v_{\rho, \sigma}\left(C_{1}\right)=v_{\rho, \sigma}\left(C_{0}\right)=\frac{1}{\mu} v_{\rho, \sigma}(F) \leqslant v_{\rho, \sigma}(F)=\rho+\sigma .
$$

This completes the proof of statement (4) and, combined with $f_{1}=\mu u$ and (7.15), also proves statement (2). Moreover, if $\operatorname{gcd}(u, v)=1$, then there is no $\mu \in] 0,1\left[\right.$ such that $\mu(u, v) \in \mathbb{N}_{0} \times \mathbb{N}_{0}$, and so statement (3) is true. Statement (5) holds by Remark 3.2 and equality (7.14). Finally we prove statement (6). By Proposition 7.2, the hypothesis of Proposition 5.3 are satisfied for $P, Q$ and $(\rho, \sigma)$, with the possible exception of the inequality $v_{1,-1}\left(\mathrm{en}_{\rho, \sigma}(Q)\right)<0$. But this last condition is also satisfied, due to $v_{1,-1}\left(\operatorname{en}_{\rho, \sigma}(P)\right)<0$, equalities (7.13) and statement (5) of Proposition 1.9. Consider the automorphism $\varphi$ of $A_{1}^{(\rho)}$ and the direction $(\rho, \sigma) \in \mathfrak{V}$, obtained from Proposition 5.3. As in Proposition 5.3 write $(r, s)=s t_{\rho, \sigma}(P)$. By statement (5) of Proposition 1.9 we have $(r, s)=m\left(r^{\prime}, s^{\prime}\right)$. Consequently, by statement (6) of Proposition 5.3,

$$
\begin{aligned}
\frac{1}{m} \operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) & =\frac{1}{m}\left(r+s \frac{\sigma}{\rho}-m_{\lambda} \frac{\sigma}{\rho}, m_{\lambda}\right)=\left(r^{\prime}+\frac{s^{\prime} \sigma}{\rho}-\frac{m_{\lambda}}{m} \frac{\sigma}{\rho}, \frac{m_{\lambda}}{m}\right) \\
& =C_{1}+\left(\frac{m_{\lambda}}{m}-s^{\prime}\right)\left(-\frac{\sigma}{\rho}, 1\right)
\end{aligned}
$$

where $m_{\lambda}$ is the highest multiplicity of a linear factor in $f_{P, \rho, \sigma}$. Statements (1), (2) and (4) of Proposition 5.3 guarantee that the hypothesis of Proposition 5.6 are satisfied for $\varphi(P), \varphi(Q)$ and $\left(\rho^{\prime}, \sigma^{\prime}\right)$. Consequently

$$
\frac{1}{m} \operatorname{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P)) \neq\left(\bar{r}-\frac{1}{\rho}, \bar{r}\right) \quad \text { for all } \bar{r} \geqslant 2
$$

Hence, if we prove $m_{\lambda}=m \gamma$, then $C_{2}=\frac{1}{m} \mathrm{en}_{\rho^{\prime}, \sigma^{\prime}}(\varphi(P))$, which concludes the proof of (6). Note that by statement (5) and (3.1)

$$
(\rho, \sigma)= \pm\left(\frac{f_{2}-1}{d}, \frac{1-f_{1}}{d}\right)
$$

where $d:=\operatorname{gcd}\left(f_{1}-1, f_{2}-1\right)$. Since $\rho+\sigma>0$ and, by statements (1) and (4), we have $f_{2}-f_{1}>0$, necessarily

$$
(\rho, \sigma)=\left(\frac{f_{2}-1}{d}, \frac{1-f_{1}}{d}\right) .
$$

If now $d=1$, then

$$
v_{1,0}\left(\operatorname{en}_{\rho, \sigma}(F)\right)-v_{1,0}\left(\operatorname{st}_{\rho, \sigma}(F)\right)=f_{2}-1=\rho
$$

and by statement (3) of Corollary 4.4

$$
m_{\lambda}=\frac{1}{\rho}\left(v_{1,0}\left(\mathrm{en}_{\rho, \sigma}(P)\right)-v_{1,0}\left(\mathrm{st}_{\rho, \sigma}(P)\right)\right)=\frac{m\left(v-s^{\prime}\right)}{\rho}=m \gamma,
$$

as desired.
Corollary 7.4. Let $A_{1}$ be the Weyl algebra over a non-necessarily algebraically closed characteristic zero field $K$. We have $B>15$.

Proof. Without loss of generality we can assume that $K$ is algebraically closed. Let $(P, Q)$ be a minimal pair. By Corollary 6.11 we can also assume that $(P, Q)$ is standard. So, it is clear that if $(u, v)$ is as in Proposition 7.3, then

$$
u+v=v_{1,1}\left(C_{0}\right)=\frac{1}{m} v_{1,1}\left(\operatorname{en}_{\rho, \sigma}(P)\right) \leqslant \frac{1}{m} v_{1,1}(P)=B .
$$

So it suffices to prove that there is no pair $(u, v)$ with $u+v \leqslant 15$, for which there exist ( $f_{1}, f_{2}$ ) and $C_{1}=\left(r^{\prime}, s^{\prime}\right)$, such that all the conditions of Proposition 7.3 are satisfied.

| $C_{0}$ | $\left(f_{1}, f_{2}\right)$ | $(\rho, \sigma)$ | $C_{1}$ | $d$ | $\gamma$ | $C_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(3,6)$ | $(2,4)$ | $(3,-1)$ | $(1,0)$ | 1 | 2 | $\left(2-\frac{1}{3}, 2\right)$ |
| $(3,9)$ | $(2,6)$ | $(5,-1)$ | $\times$ |  |  |  |
| $(3,12)$ | $(2,8)$ | $(7,-1)$ | $\times$ |  |  |  |
| $(4,6)$ | $(2,3)$ | $(2,-1)$ | $(1,0)$ | 1 | 3 | $\left(3-\frac{1}{2}, 3\right)$ |
| $(4,8)$ | $(2,4)$ | $(3,-1)$ | $\times$ |  |  |  |
| $(4,8)$ | $(3,6)$ | $(5,-2)$ | $\times$ |  |  |  |
| $(4,10)$ | $(2,5)$ | $(4,-1)$ | $\times$ |  |  | $\left(3-\frac{1}{3}, 3\right)$ |
| $(5,10)$ | $(2,4)$ | $(3,-1)$ | $(2,1)$ | 1 | $\left(2-\frac{1}{5}, 2\right)$ |  |
| $(5,10)$ | $(3,6)$ | $(5,-2)$ | $(1,0)$ | 1 |  |  |
| $(5,10)$ | $(4,8)$ | $(7,-3)$ | $\times$ |  |  |  |
| $(6,8)$ | $(3,4)$ | $(3,-2)$ | $\times$ |  |  | $\left(4-\frac{1}{2}, 4\right)$ |
| $(6,9)$ | $(2,3)$ | $(2,-1)$ | $(2,1)$ | 1 |  |  |
| $(6,9)$ | $(4,6)$ | $(5,-3)$ | $\times$ |  |  |  |

First we list all possible pairs ( $u, v$ ) with $v>u>2, \operatorname{gcd}(u, v)>1$ and $u+v \leqslant 15$. We also list all the possible $\left(f_{1}, f_{2}\right)=\mu(u, v)$ with $f_{1} \geqslant 2$ and $0<\mu<1$. Then we compute the corresponding ( $\rho, \sigma$ ) using statement (5) of Proposition 7.3 and we verify if there is a $C_{1}:=\left(r^{\prime}, s^{\prime}\right)$ with $s^{\prime}<r^{\prime}<u$ and $v_{\rho, \sigma}(u, v)=v_{\rho, \sigma}\left(r^{\prime}, s^{\prime}\right)$. This happens in five cases. In all these cases $d:=\operatorname{gcd}\left(f_{1}-1, f_{2}-1\right)=1$. We compute $\gamma:=\left(v-s^{\prime}\right) / \rho$ and $C_{2}$ in each of the five cases and we verify that in none of them condition (6) of Proposition 7.3 is satisfied, which concludes the proof.
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