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A novel method for simulating the statistical mechanics of molecular systems in which both nuclear
and electronic degrees of freedom are treated quantum mechanically is presented. The scheme
combines a path integral description of the nuclear variables with a first-principles adiabatic
description of the electronic structure. The electronic problem is solved for the ground state within

a density functional approach, with the electronic orbitals expanded in a loc&izedsiapbasis

set. The discretized path integral is computed ImearorPoLISMonte Carlo sampling technique on

the normal modes of the isomorphic ring polymer. An effective short-time action correct tor8rder

is used. The validity and performance of the method are tested by studying two small lithium
clusters, namely Liand Li. Structural and electronic properties computed within this fully
quantum-mechanical scheme are presented and compared to those obtained within the classical
nuclei approximation. Quantum delocalization effects turn out to be significant as shown by the fact
that quantum simulation results at 50 K approximately correspond to those of classical simulations
carried out at 150 K. The scaling factor depends, however, on the specific physical property, thus
evidencing the different character of quantum and thermal correlations. Tunneling turns out to be
irrelevant in the temperature range investigaté0—200 K. © 1998 American Institute of
Physics[S0021-96008)51421-3

I. INTRODUCTION manifestation of quantum effects is the possibility that these
light nuclei can tunnel across potential energy barriers, thus
Light atoms, such as H, He, Li, or Be, cannot very oftenexploring classically forbidden regions of configuration
be treated as classical particles, particularly at low temperaspace and giving rise to a variety of interesting quantum
tures. As temperature decreases and the thermal de Brogkgfects such as temperature-independent diffusion, exotic
wavelength increases, the quantum character emerges, angi@und states, resonances in ion—surface scattering, and flux-
description in terms of classical coordinates and momentinal molecules. Signatures of quantum effects can also be
breaks down. The most obvious manifestation of the quanebserved in low-energy atomic collisions, or in proton-
tum character of light atoms is a large zero-point energyransfer reactions in the gas and condensed phases.
(ZPE). A particle of massm in a harmonic potential with To date, most studies that consider the quantum charac-
characteristic frequency will have a ZPE ofiw/2 and an  ter of atomic nuclei are based on an empirical description of
associated spatial delocalization A= A/mw. For in-  the interatomic interactions, or otherwise consist of extend-
stance, a proton in a typical bonding environment such as g and/or correcting posteriorithe results obtained within
H-O bond or a H molecule, will have a ZPE of 0.15-0.25 a classical nuclei approximation. Classical potentials are fre-
eV andAx between 0.2 and 0.3 A. This represents a sizableuently not transferable from one environment to another,
effect which could be decisive in stabilizing a particular and are ill-suited to modeling phenomena involving signifi-
crystalline structure for a solid, or the ground state configucant electronic density redistribution, as in the making and
ration of a molecule or a cluster. An even more interestingoreaking of chemical bonds. The natural route to overcome
these limitations is to describe the interactions at a first-

3Author to whom all correspondence should be addressed; electronic maiPrinCipleS Ieyel, e, by_ in_C|Uding explicitly the electronic
kohanoff@ictp.trieste.it component in the description of the system. The recent de-
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velopment of such schemes, which address the question tdry function of the path. In the imaginary-time framework
the interplay between electronic structure and the quanturthe statistical weight is real and positive definite, so that the
nature of light nuclei, has only very recently began to beintegrals are well-conditioned, but the price is that the dy-
realized, thus opening a fascinating field with important im-namics is not directly accessible. In the absence of real-time
plications in many branches of physics, chemistry, and bioldynamical information, it is not particularly advantageous to
ogy. sample the integral using MD in place of MC techniques. In
Since small clusters usually exhibit rich landscapes ofarticular, the MD technique requires elaborate thermostat-
isomeric forms within narrow energy bantithey constitute  ting mechanisnfsin order to overcome ergodicity problems
good systems for studying the effects of quantum delocalizain the sampling of the quasiharmonic degrees of freedom that
tion and associated tunneling behavior. Lithium clusters ar@ppear in the path integral formulatigeee Sec. )l In the
particularly interesting because in addition to the smallpresent method we propose METROPOLIS MC sampling
atomic mass, they are bound by metallic many-body interactechnique on the normal modes of the polymer, which has
tions which cannot be adequately represented by means Uss severe ergodicity problems, and is more convenient from
classical interatomic potentieﬁs_ the point of view of efficient evaluation of the path action
In the remainder of Sec. | we outline the methodology(see Sec. Il.° Moreover, the MC strategy is easy to interface
that we have developed to study this class of problems, angith any electronic structure code.
review the present understanding of Li clusters which is the
test system for our method. In Section Il we introduce the
theoretical framework of ouab initio path integral approach B. Small lithium clusters

and discuss the approximations involved. Section Ill is de-  gstryctural and electronic properties of,land Li" clus-
voted to the details of the practical implementation of theters have been systematically investigated fier2—9 by
path integral Monte Carl¢PIMC) and the electronic struc- means ofab initio configuration-interaction calculation$A
ture methods. In Sec. IV we present the validation of thecey observation was the existence of several isomers of com-
electronic structure calculations, zero-temperature geoMharable energy. Recentlgib initio classical MD simulations
etries, and electronic properties ofyland Lk clusters. The  at the Hartree—FockHF) and nonlocal density functional
results of our simulations for the classical and quantum Li (NLDF) level were carried out in order to explore the cluster
and Li clusters at finite temperatures are presented ijynamics as a function of temperature, to analyze isomeriza-
Sec. V. Section VI contains our conclusions and an assesgion reactions, and to study the melting transitién'* The
ment of the potential of this novel simulation tool. extent to which different levels of first-principles calcula-
A. Methodological aspects tions are reliaple for describing small Li clusters has been
very recently discussed by Rousseau and Mamho con-

The goal of the present work is to introduce a novelcjyded that eitheab initio MP2 calculations or gradient cor-
computational technique for studying the statistical mechanrected NLDF provide a reasonable potential energy land-
ics of isolated systems like clusters and molecules containingcape, while HF and LDF are inadequate.
light atoms. Our approach combines an imaginary-time path  This aspect is very important because the energy land-
integral description of the nuclear degrees of freetiaith a  scape determines the probability with which the cluster visits
first-principles density functionalDFT) description of the  jfferent possible geometries. In general, the ability to jump
electronic structuré.Since the natural choice for investigat- from one minimum to another will depend on the extent of
ing isolated systems is to use a localized basis set for thgoth thermal and quantum fluctuations. Figure 1 shows three
electronic orbitals, we adopt a Gaussian basis’ $etthe  typical situations: At low temperatures quantum delocaliza-
present implementation the electronic structure is computelon is the dominant mechanism. If the ZPE is higher than
at the all-electron level, i.e., explicitly including core elec- the barrier between the two mininga), or smaller than the
trons. The sampling of the path integral is implemented usharrier but larger than the energy difference between them
ing Monte Carlo(MC) techniques. The electronic energy is (b) (tunneling regimg the ground state wave function will
minimized for each nuclear configuration, and the MC rejecsample both configurational minima. If, instead, it is smaller
tion step is also performed using the energy calculated at thghan the energy difference between the two minig)athen
same level of sophistication. the ground state will be basically unchanged from the clas-

Other schemes along these lines have been recently preical one, though all structural distributions will be broad-
posed by Marx and Parrinefl@nd Chenget al.” At variance  ened by quantum delocalization. Thermal excitations can
with our approach, these two methods use molecular dynanpromote a classical-like situation likg) to a thermally as-
ics (MD) for sampling the path integral, a plane—wd#\) sisted tunneling regime.
expansion for the electronic orbitals, and treat the electron— The above picture is valid as long as the electronic
ion interaction at the pseudopotential level. PW expansionground state is nondegenerate, and this is realized for clusters
with periodic boundary conditions are more appropriate foiwith closed electronic shells. Open-shell clusters undergo
extended systems such as solids or liquids though they carahn—Teller distortions, and are characterized by degenerate
be adequately modified to deal with isolated systéms. ground states anpseudorotationsAn adequate treatment of

The evaluation of real-time path integrals, which would this situation would require the introduction of the concepts
include the full dynamical information, is an extremely dif- of conical intersections and geometric pha€edhough
ficult numerical task because the integrand is a rapid oscillathese phenomena are of great interest, and have indeed been
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whose trace is the partition functio@. B=1/kgT is the
inverse temperature. The path integral representation of the
density matrix is given by

@ p(RRB)= | ARl S0, @
whereR(u) represents the configuration of &hkbody sys-

) tem as a function of imaginary time. The range ofu is
———————————————————————— from O to B# and the paths considered are restricted to those
beginning atR(0)=R and ending aR(B#%)=R’. The par-

() tition function can be similarly expressed as a path integral
_________________________ with contributions from all possible cyclic paths for which
R(0)=R(Bh). Z[R(u)] represents the differential element
for all paths. The Euclidean actio§R(u)], associated with

a path is defined as

m [dR]?

1 (s
SR(W]= % Jo (E qu
FIG. 1. A schematic representation of a potential energy surface with two
minima separated by a barrier. Dashed lines represent different possible  The first term corresponds to the kinetic energy contri-
values of the_ zero-point (_energ{)ZPE): (a) ZPE is larger _than the barrier bution to the action, withm the mass of the particles. The
(resonant regime (b) ZPE is between the bottom of the higher well and the A . ! .
top of the barrier(tunneling regimg (c) ZPE is below the bottom of the ~g€neralization to heterogeneous systems, i.e., composed of
higher well (classical regime two or more species of different masses, is straightforward.
In order to devise a feasible computational scheme, the
path integral is typically discretized by representing the cy-
detected in Lj (Ref. 19 and Li,'® we have preferred to clic paths as a finite set ofN&-dimensional configurations,
avoid this extra complication at this stage in the developmenR; , at equispaced points in imaginary time between 0 and
of our method. Bh. The degree of discretization is referred to as the Trotter
Quantum nuclear effects in Li clusters were first ad-number,P. The short-time or high temperature propagator,
dressed by Ballone and Milafi,who studied magic-number p(R;,R;.:8/P), can be evaluated semiclassically at differ-
clusters(20, 40, and 92 atomsy means of PIMC simula- ent levels of approximation. The contribution of the kinetic
tions using a simple, jellium model description of the elec-energy term to the short-time action is written in terms of a
tronic component. Their most interesting observation was théirst-order finite difference between configurations on adja-
existence of a large number of isomers differing only in thecent time slices, while the short-time integral of the potential
location of the outermost atoms, such that quantum tunnelingnergy together with higher-order corrections to the kinetic
among these isomers led to a fluid like behavior. A veryenergy is replaced with an effective, quantum-corrected po-
recentab initio path integral MD study of lgand Lig clus-  tential Ve¢(R). The sum of the two terms is referred to as the
ters by Rousseau and M3Pshows that this picture does not effective action Therefore, the expression for the partition
hold when the description of the electronic component isunction of N interacting, distinguishable quantum particles
improved, thus demonstrating the necessity of going beyondith Trotter numberP is given by

+V[R(u)])du. 3

3N P2

the jellium-type description. o
For our study we have chosen the following two ex- _ ( (H R )

amples: Lj has a single isomer and is well described by a~NP= 2mh?2 g ]

quasiclassical picture. Lihas two isomers at an energy dif-

ference of about 150 K, and two other isomers at higher P B

energiessee Sec. Y. The zero-point energy is of the order P( 2 Ri11)°— P 21 Ver(Ri) |-

of 100 K, so that L{ could constitute a good candidate for

exhibiting significant quantum effects in terms of the sam- 4

pling of configurational minima. The results presented in According to the level of approximation of the effective

Sec. V will show that, in spite of this, Liactually behaves ction, the number of sliceB needed to achieve conver-

in a very similar way to Lj. gence in the partition function can be small enough that the

problem is tractable, or large enough that the evaluation of
Il. THE AB INITIO PATH INTEGRAL PARTITION the multidimensional integral becomes a hopeless task. It is
FUNCTION therefore important to use the best possible effective action

compatible with the computational complexity involved in

The statistical mechanics of quantum many-body sys-
its calculation. The simplest one, primitive approximation
tems can be formulated in terms of the two-point density
. . ; : ) replaces the effective potential by the bare potential, which is
matrix, or imaginary-time propagator:

equivalent to an end-point approximation for the short-time
p(R,R",B)=(R|exp(— B.7)|R’), (1)  integral:
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V(R)+V(R') manifolds indexed by the BO electronic eigenstate. In the
f} ) absence of degeneracies in the ground electronic state, the
energy differences between electronic eigenstates are typi-

and is correct only to order?. At the other extreme, the cally orders of magnitude larger than reasonable thermal ki-
pair-action approximation provides a very accurate techniqueetic energies. Consequently, only the ground electronic
when the full, many-body potential can be reasonably apstate contributes to the partition function and the electrons
proximated with a sum of pair potentials. This scheme ha®nly enter at the level of replacing the total potential energy
been very effectively exploited to investigate the propertiesvith the ground state first-principles effective potential
of liquid and superfluid He down to temperatures of about 1E8ﬁ(R) in Eq. (4):
K,?l.a_l task .that would not have been possible using the mp | SN2 P
primitive action. zNP:< ) f(H dRi)

As mentioned in Sec. |, classical interaction potentials 2mhp i=1
are computationally fast, but very often unreliable. Realistic

1 [+
%J’o V[R(u)]du=~r

P P
interaction potentials can instead be obtained from more ex- xexy — mP 2 (R—Ri )%~ E E ES(R))|.
pensive first-principles techniques. In the latter, the elec- an’pie Y pe o0

tronic degrees of freedom are explicitly included in the (10)

Hamiltonian description of the system:
This is the partition function that will be evaluated using

(RN =T+ T+ Vedr)+ Ve (r,R)+V,o(R),  (6)  Monte Carlo techniques. The expression fér, can be
interpreted as the partition function bff classical polymers,

wherer andR are the electronic and nuclear coordinafes, each ofP monomeric units or beads, with adjacent beads

and V stand for kinetic and potential operators, while theIinked by harmonic springs with force constamtP/ 82,
subscriptse and n indicate electronic and nuclear compo- go44s on two separate cyclic polymers are coupled by the
nents, respectively. The path integral representation for thf?lteraction potential only if they lie on the same time slice.
partition function could then be developed using the coordi- | .+ /s remark that the computation of excited electronic

nateHbaS|s for ththdthz ellecttrons_ anfl thte m?elel" lati states is an open issue in density functional theory, and it is
riowever, standard electronic structure calculalions arg, ., that the usual approximations to exchange and corre-
carried out in a wave function representation by resorting tcfation, like the LDA and even NLDF do not provide reliable

fche adiabatic separation qf nuclear and electronic motion. I, citation energies. Excited states could be calculated prop-
is therefore more convenient to expand the electronic com;

) . . . , erly using very high-leveab initio methods. However, since
ponent in the adiabatic basis set where electronic wave f“n%e have developed a methodology in which the electronic
tions |¢,) and total energieg ,(R) are obtained by diago-

= ] -\t degrees of freedom are dealt within DFT, we are for the time
nalizing the electronic Hamiltoniaf+ V(1) + Vey(r,R)

' _ i ~ being not in a position to incorporate nonadiabatic couplings

reads:
P Ill. PRACTICAL IMPLEMENTATION
f@PZQEl azp f f |H1 [Paj . (RiRi+ 1, DART () A pary integral Monte Carlo

1. Effective action

- We use a discretized time representation in which a path
Pa(RR",7)=(R[(ds|eXp(—7.7)|¢,)|R"). (8)  is described as a set of configuratiod®;}, i=1,...P, at
P-equispaced points in imaginary time. The effective short-
time propagator for two adjacent points along the path has
been evaluated to fourth-order accuracyrin /P, so that

where

Then, in the spirit of expressia@), the short-time propaga-
tor can be written as

Pay(RR,7)=(R|(¢lexp(— 7To)|¢,)|R") the first-principles effective potential redds
T peff eff/ o eff o\ _ B*h? ) " 3E0(Ri))2
XEXF{ 5 [EC(RFE (R, (9 Eo (Ri)=Eo(Ri)+| 5,2 j§=:l x ) (11)

whereEiﬁ(R) is an effective potential which derives directly wherex;; is the three-dimensional vector of the coordinates
from the electronic structure. In the primitive approximation, of particlej in slicei, such thatR;=(X;1,X;2,.-..X;N). This
which is what has been used in othady initio path integral form of the effective action leads to an error of the order of
methods,’ the effective potential is simply the total energy P(B/P)° in the partition function and allows us to signifi-
corresponding to adiabatic stateof the electronic Hamil- cantly reduce the Trotter number required for convergence as
tonian, i.e.,E (R). compared to the primitive actiofsee Sec. V.

The nuclear kinetic energy operator can give rise to  The quantum correction to the potential requires the
nonadiabatic coupling matrix elements between adiabatievaluation of the first-principles forc&s= — JE,/dx; in the
eigenstates. If these are negligible, but more than one Bornground electronic state. The cost of this operation is of the
Oppenheime(BO) surface is occupied due to thermal exci- same order of magnitude as the rest of the electronic struc-
tations, then the partition function will split into independent ture calculation, at least in mosi initio or density func-
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tional schemes. In contrast, second- and higher-order deriva- Our MC strategy samples configuratioRswith prob-
tives are sufficiently expensive to evaluate that theability proportional top(R,R;8), such that equilibrium aver-
computational advantages of a more accurate short-time aages can be readily estimated via discrete summations. Dy-

tion are lost. namical variables that can be related to the partition function
. are also straightforward to obtain using thermodynamic esti-
2. Normal modes sampling mators. With our choice of the short-time action, thermody-

The above expression for the partition function can benamic estimators of the total energ), the kinetic energy
directly used to set up RETROPOLISMC simulation scheme (K), and the potential energyv) are given by
by assigning the appropriate Boltzmann weight to each con-

figuration of theN X P-dimensional isomorphic classical sys- (V)=(Uz) +2(Uo), (16)
tem. However, as quantum effects increase, the degree of (Ky=(U)+(U,), 17
discretization must be increased to maintain accuracy. Since

the harmonic force constant between adjacent beads on the (E)=(U1)+(Uz)+3(Uy), (18)
quantum polymer isnP/B#2, increasing the Trotter index here

results in increasingly stiff harmonic links and the computa-

tional problem of ensuring the ergodicity of tMETROPOLIS aNP 2 m P(R—Ri;1)

walk becomes intractable. An intuitively appealing and com- ~ U1= 28 ;1 28%h2 ; (19
putationally simple way for circumventing this difficulty

comes from considering the normal modes of the quantum 1 P

polymer?* In the absence of an interaction potential, all Car- U2=5 E Eo(Ri), (20
tesian degrees of freedom of the system are decoupled. For a =1

single degree of freedom the hgrmonic intrapolymer poten- 1 B2 P N JEo(R))\ 2

tial is given byV,=(mP/2B#%2) =, (x,— X+ 1)2. Diagonal- Ue=5 5amm2 izl le ( x ) . (22)

ization of the second derivative matrix of this potential leads

to the normal coordinate$Q,}, k=1,...P,
B. Electronic structure calculations

P
Qk:(ll\/B)Z X; exp(2mikl/P). (12 The calculation of the electronic energies is carried out
=1 within the framework of DFT. For a given nuclear configu-
In the normal mode representation, the kinetic energyation, Kohn—Sham single-particle equatihsre solved
contribution to the path action is self-consistently for the electronic density, and the total en-
s dx\ 2 omp L ergy and forces are computed accordingly. Kohn—Sham or-
f m (_X) du= lz S |Qu? sif(mkiP). (13  Dbitals are expanded in a Gaussian basis set. -
o 2 \du Bhe =1 The electronic density is also expanded in an additional

. Gaussian basis sét.The coefficients for the fit of the elec-
The zero-frequency modek{ P) corresponds to motion . . L .
tronic density are computed by minimizing the error in the

of the center of mass of the polymer and makes no ) :
o L Coulomb repulsion energy. The use of this procedure results
contribution to the kinetic energy. All other normal modes. . ; . .
. L= . . in an important speedup, since the cost of evaluating matrix

would be  Gaussian distributed with  variance

4 2 .
o= BH2I4mP si(=kIP) if they corresponded to free par- elements reduces fro@(N”) to O(N“M) (N is the number

: . of functions in the orbital set, and the number of functions
ticles. The potential energy term couples these normal modes S . .
: . . o in the auxiliary set, typically of size comparableNy.
and causes distortions from the free-particle distribution. The . : :
Matrix elements of the exchange—correlation potential

low-frequency modes correspond to large, collective motions L .
are calculated by a numerical integration scheme based on

of all beads of the polymer, while the high-frequency modes_ . ; ¥
cause small, local path fluctuations. The normal modes ar%”ds and quadratures proposed by BetkBuring the self

then used aseTROPOLIS variables and the displacements consistency cycle, the integration is performed on a set of

. ) . . : arse atom-centered, spherical grids. At the end of the self-
scaled according to the Gaussian dispersions associated wi . . .
consistent procedure, the exchange-—correlation energy is
each normal mode.

evaluated using an augmented, finer grid. This strategy of
combining coarse and fine grids results in a considerable

3. Observables gain in computational efficiency, which is very important
The canonical ensemble average of an observable  because this part is one of the main bottlenecks of the calcu-
given by lation.
A R The exchange—correlation term is described at a gradient
(O)=Tr{pO}Tr{p}, (14 corrected NLDF level. Correlation is given by the parametri-

[Zation of the homogeneous electron gas of Voskal 2

supplemented with the gradient corrections proposed by
'Perdew’® Gradient corrections to the exchange term are
taken from Becké?

The first derivatives of the energy with respect to the
nuclear coordinates, required by the fourth-order effective

whereO is the corresponding quantum mechanical operato
If the operatorO is diagonal in the coordinate representation
then

(0)= [ arRORI(RR:A). 15
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I1)

FIG. 2. The single isomer of Li(left-hand pangland the four isomers of
LiZ (right-hand pangl Isomer IV is the most stable, followed by isomer lIl.
Isomers | and Il are quite higher in energy and are almost degenerate.
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FIG. 3. Dependence of the energetics of Li clusters on the size of the basis
set(BS). BSs are ordered in increasing size.

action, are evaluated by taking analytical derivatives of one-
electron and Coulomb terms, while the exchange—correlationonstraints used during the geometry optimization procedure.

contribution is obtained by numerical integration.

IV. GROUND STATE PROPERTIES OF CLASSICAL Li ,
AND LiF

A. Validation of the basis set and optimized
geometries

We have analyzed five different basis sets foy &nd
Li2. The first one(labeled } is the standard 3-21 G basts.

The basis set dependence of the binding energies is shown in
Fig. 3. Relevant structural parameters for all basis sets con-
sidered here are given in Table I. Our results for basis set 4
agree with those reported for the same functional and basis
set in Ref. 15 for Lj and for isomers | and IV of L.

The data in Fig. 3 and Table | show that calculations
performed using basis set 2 yielded results that deviate con-
siderably from the ones obtained using the very large basis
set 5, which can be considered as almost converged. Even if

The second sefabeled 2 is a double zeta plus polarization the errors in computed bond lengths and binding energies are

basis set, optimized for DFT calculatioffsThe third one
(labeled 3 is the standard 6-311G basisthe fourth set

not too large(about 5% for bond lengths and 5%—-10% for
binding energies calculations carried out using basis set 2

(labeled 4 is the 6-311G set augmented with a polarizationfail in reproducing the energy sequence of isomers gf Li

function(6-311G"), and finally the fifth seflabeled 5 con-
sists of a large uncontracted basis sets{38/1d), proposed

This can be ascribed to the fact that the description ofpthe
shell using this set is rather poor, since it contains only one

by Dunning® The calculations performed with basis setsfunction. On the other hand, calculations performed with ba-

optimized for standardb initio calculationglabeled 1, 3, 4,

sis sets 1, 3, and 4 yield the same energy ordering for iso-

and 9 have been carried out using an uncontracted auxiliaryners of Lk and structural results within 2%—-3% from the

basis set with a scheme $/8p/3d), as proposed in Refs. 32

almost converged, basis set 5, values.

and 10. The calculations performed with basis set 2 have

been carried out using an auxiliary basis set proposed
Ref. 32, with a scheme €72p/1d). Full geometry optimiza-
tions without symmetry constraints have been performed
all cases.

In agreement with previous wofR:*® only one stable

minimum with a rhombus geometry has been found for Li

(see Fig. 2, while for Lig we found four stable local minima

in
TABLE I. Selected geometrical parameters of &nd LE (in A). Atoms are
irI]abeled as in Fig. 2.

System Setl Set 2 Set 3 Set 4 Set5

Li, di, 2.658 2.678 2.638 2.625 2.622
dis3 3.068 3.117 3.050 3.042 3.039

(also shown in Fig. 2 The highest energy isomer, i.e., iso-  Lis dy 2879 2889 2.853 2.853  2.853
mer |, consists of two triangles which lie on the same plane, 'somer! dp 3114 3144 3105 3105 3.104
joined by a shared central atom. The second isomer, i.e., i/ dy; 2.888 2905 2.868 2.860 2.854
isomer I, is similar to isomer I, but now the triangles lie on  Isomer II d, 3.099 3.155 3101 3.090 3.095
perpendicular planes. The third isomer, i.e., isomer III,_ has Liz d., 2713 2735 2695 2680 2672
C, symmetry, and can be described as an isosceles triangle |somer 111 dps 2851 2857 2842 2823 2.825

plus a dimer. The dimer is located perpendicular to the plane dis 3035 3.053 3012 3.012 3.004
of the triangle, close to its shortest side. The fourth isomer,

i.e., isomer IV, has a trigonal bipyramidal structure. It should

Lig dsy 3.353 3.485 3.360 3.345 3.352
Isomer IV dy, 2.772 2.800 2754 2734 2.729

be pointed out that neither isomer Il nor isomer Ill have been d, 3207 3250 3.196 3.186 3.184

reported in earlier works, probably because of symmetry
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TABLE II. Mulliken populations and orbital energies of Land LE com- TABLE lIl. Convergence data for Liat 100 K. The number of MC con-
puted with basis set @n A and e\). Atoms are labeled as in Fig. 2. The two figurations is 5.12 mil with acceptance ratios between 0.4 and 0.7. Error bars
lowest energy unoccupied and two highest energy occupied orbital energiege given in brackets. The first two columns correspond to results using the
are given. primitive approximation and the last two to results obtained using the
fourth-order correction to the effective action. Energies are expresded in

Liy, Lia (1) Lig () Liag (1) Lig (V)
m V) (K) V) (K)
a0 0.2067 0.5403 0.0419 0.2250 0.3959
a» 0.2067 0.1149 0.2395 0.1808 0.3603 1 —9521.78(0.12 300.0(0.00 —9485.82(0.14 335.7(0.1)
s —0.2067 0.1149 0.2395 0.1808 0.3603 2 —9491.74(0.159 330.3(0.5 —9454.41(0.15 366.2(0.7)
Qs —0.2067 0.1149 0.2395 0.2250 —0.0583 4  —9465.76(0.29 355.4(1.0 —9446.69(0.3) 372.8(0.9
Qs 0.1149 0.2395 0.1878 —0.0583 8  —9453.39(0.45 366.5(1.5 —9447.10(0.32 371.8(2.4
16  —9449.79(0.40 373.2(7.6) —9447.50(0.44 371.1(7.0
en-1 —3.9334 —7.2535 —7.2355 —7.8535 —8.1536
€N -2.8986 —6.6867 —6.6703 —6.5560 —6.6603
eni1 —-2.0169 -5.3772 -5.0774 -5.4975 —5.7065
€nqo —1.6806 —5.0904 —5.0774 —5.4562 —5.7002

V. RESULTS OF THE PIMC-DFT SIMULATIONS

A. Sampling strategy and convergence of the path

Basis set superposition erréBSSB calculations for integral with the degree of discretization

Li, yield 14.36, 1.00, 0.96, 2.34, and 0.13 kJ/mol, for basis = We used a simpl&eTROPOLIS algorithm for the PIMC
sets 1, 2, 3, 4, and 5, respectively. It is clear that in order t@imulations with each trial move consisting of an attempt to
reduce BSSE, and obtain meaningful interaction energies, move all the normal modes associated with all the particles.
better description of thp shell than the one provided by the Two different step sizes were useé; and 65. The maxi-
small basis set 1 is required. mum displacement of the center of mass was seffyyand

In view of these results, the intermediate basis sethat of the normal modes of ordde—associated with a
3 (6-311Q, which yields results close to the ones obtainedlength scaler,—by o ds. We have analyzed the possibility
with the larger sets is chosen to perform the electronic strucef introducing an additional convergence paramétersuch
ture calculations required in the MC simulations. The rela-that modes wittk<<k* or k>P —k* are moved with a rela-
tive energies with respect to the most stable isomer, isomdively small step sizedso, while those associated with
IV, for isomers |, Il, and lll, are 17.58, 15.16, and 9.67 small length scale fluctuations are moved by amounts pro-
kJ/mol, respectively, for calculations using basis set 3, comportional to 8,0 (6,>Js). However, it turned out that, in
pared with 19.38, 17.08, and 11.01 kJ/mol, respectively, usthis particular case, a single step siZefor all values ofk
ing the large set 5. was efficient enough. This is often not the case when a large
number of Trotter slices is used. The various parameters
were adjusted to keep the overall acceptance ratio around
50% though occasional runs were used with acceptance ra-
tios between 40% and 60%. The same displacement param-

The Li, cluster is nonpolafvanishing dipole momeht eter for the center of mas% was used for both classical and
for symmetry reasons. Liis a charged system, so its dipole quantum simulations.
moment depends on the choice of the origin. However, it is  Simulations on the Lidimer using a classical potential
customary to evaluate the dipole moment using the center ditted to first-principles calculations were used to check the
charge as the origin, and in that case it provides a usefwdonvergence of various properties with the degree of discreti-
indicator of the asymmetry of the charge distribution, andzation.
could also be experimentally relevant. Isomers | and Il are  Table Il gives the PIMC results for the expectation
nonpolar, isomer 1V is only slightly polar, but isomer Ill is value of the potential and kinetic energies using the primitive
considerably polar. The dipole moments of isomers Il andaction and the fourth-order corrected form of the action. It
IV, computed using basis set 3, are 1.06&and 0.01D, can be observed that convergence to within the statistical
respectively. Mulliken population chargésare also useful error bars occurs with a Trotter number of just 4 when using
indicators of the charge distribution. Results obtained withthe fourth-order correction, in contrast to 16 when using the
basis set 3 for Ljand the four isomers of Liare shown in  primitive action. Errors i{V) are an order of magnitude less
Table Il. Significant differences are observed between differthan those in(K). This is typical of the relatively facile
ent isomers—even between isomers | and Il which are vergonvergence of expectation values of operators diagonal in
similar both geometrically and energetically. Both quantitiesthe coordinates as opposed to those than must be evaluated
provide useful indicators of isomerization during the MC using thermodynamic estimators. In our experience, struc-
simulations in the L case. tural quantities such as pair distribution functions converge

In addition, we present the two highest occupied and twaeven faster than the potential energy. The increase in the
lowest unoccupied molecular orbital energies foy &nd the  error bars—at constant number of MC configurations—as
four isomers of L{ in Table Il. The HOMO-LUMO gap is the Trotter number is increased is also typical of PIMC simu-
quite large in all cases, with values around 1 eV. Thereforelations. Based on our tests with,lwe used a Trotter number
it is unlikely that either thermal or quantum fluctuations will of 4 at 100 K and 8 at 50 K for the larger clusters.
contribute to its closure. We have performed a series of classical and quantum

B. Electronic properties: Dipole moments, Mulliken
population charges, and eigenvalues
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Monte Carlo simulations for Liand Li clusters, with tem- 2.0 ' -
peratures ranging from 50 to 200 K. Each of them consisted

of 10 000-15 000 Monte Carlo steps, preceeded by around
1000 steps of thermalization. We stored atomic coordinates,

energies, eigenvalues, Mulliken population charges, and di-

pole moment for each MC step, for later analysis.

In the following we will concentrate only on structural
parameters, one-electron eigenvalues, and dipole moments,
leaving aside other thermodynamical properties which would
need longer simulations to reduce the statistical error bars to
useful values. 0.0

@

g(r) [arb. units]
5

B. Results for Li , and LiZ (b)

As mentioned in Sec. IV, Lihas a single, deep mini-
mum at the*A singlet state, in the form of a planar rhombus.
Due to this fact the cluster is very rigid and thermal and/or
guantum effects basically sample the potential energy sur-
face (PES around the minimum. The Ei cluster constitutes
a somewhat richer example due to the existence of several
isomers. In particular, it is interesting to analyze the possi- 0.0
bility of thermal activation and quantum tunneling between 4.0
different regions of configuration space. In order to explore r [Bohr]
different regions Of the P.ES’ classical simulations WereFIG. 4. Pair correlation functiong(r) for Li,. The upper panel shows the
started from three different isomers, namely the ground Stat§assical results for temperatures of &dlid line), 100 (dashed ling and
(isomer 1V) and two higher energy configuratiofisomers | 200 (dotted-dashed lineK. The lower panel shows the quantuiashed
and Il). After a few thousand MC steps it was observed thatine) and classicalsolid ling) results forT=>50 K.
the second and third simulations were attracted toward the
ground state basin, showing that our MC strategy is quite
effective in equilibrating and exploring configuration space,of three atoms more strongly bound, which form the central
possibly because interconversion barriers were low. Basettiangle of the bipyramidal structure 1V, and a second group
on this, quantum simulations were started from the groundomposed of the two external atoms. The upper inset shows
state(isomer 1V) and, in order to facilitate the detection of the partialg(r) corresponding to these two groups in the
possible tunneling behavior, also from the first excited iso-classical case at 100 K, and the lower inset in the quantum
mer (isomer lll). Again, the isomerization toward the ground case at 50 K. No qualitative difference with,Léan be ob-
state was observed in the latter; the polymer moved as served.
whole, without showing any signature of tunneling. Let us  The trends discussed above also hold for the electronic
mention that none of the higher-energy isomers appeareproperties, i.e., the distribution of one-particle eigenvalues.
again during the simulation, although structures slightlyAs can be observed in Fig.(&, the HOMO and LUMO
reminiscent of isomer ll{the closest in energy to the ground eigenvalue distributions for Ei exhibit significant broaden-
staté were observed. In other words,.Lappears to be un- ing upon temperature increase. It is to be remarked that the
able to sample metastable regions of configurational spaosidths are different for different eigenvalues, a fact that
out from the ground state. could be reflected in the temperature dependence of the op-

Figure 4a) shows the pair distribution functiog(r) of tical photoabsorption spectruth Similar broadening can be
Li, in the classical case, and for different temperatures. It canbserved in the lower panel, corresponding to the quantum
be observed that the peaks are approximately centered at thed classical simulations for Liperformed at 50 K. As ad-
optimized zero-temperature distances. Temperature effectanced above, the minimum HOMO-LUMO distance never
consist basically of broadening the peaks; the first of thembecomes smaller than about 0.5 eV, so that quantum effects
corresponding to the first neighbors shell, almost disappearsannot promote an eigenvalue crossing which would result in
above 200 K. In Fig. &) we show the effects of the quan- a major modification of the electronic properties.
tum nature of the nuclei by comparing simulations per-  Another important quantity is the electric dipole mo-
formed at 50 K using the classical and quantum schemes. thent, because of its experimental relevance. Forthé di-
can be observed that quantum effects generate a pronouncpdle moment vanishes at zero temperature due to symmetry
broadening of the peaks, thus demonstrating the importanasonsiderations. However, at finite temperature the cluster
of their inclusion. samples regions of the PES characterized by a finite dipole

In Fig. 5 we show the pair distribution functiog¢r) for ~ moment, such that the mean value is nonvanishing. A more
Lia in the classical(@ and quantum(b) cases. The main pronounced effect of the same type can be observed in the
panels contain the distribution averaged over all the five parquantum simulations. The averages computed using the clas-
ticles. Two groups of atoms can be identified: one composedical and quantum schemes at 50 K are (6.0207) and

10t

g(r) [arb. units]

7.0



8856 J. Chem. Phys., Vol. 108, No. 21, 1 June 1998 Weht et al.

1.0 " T r T T T
1.0 T —_—
— (a) (2]
c =
5 8
g
.E. 05| E.
S @
@ a
0.0
1.0 —_
%)
bry b
z | © £
g X :
a8 r A ] o
E 0-5 I [} I‘ A ‘6
Sed \ [ S
S II' \‘ @
7 L
@ 6.0 8.0 o
\
/ \
\
/ \
0.0 - . \\\ A \\ ‘ . 4_// X N
4.0 5.0 6.0 7.0 8.0 -0.50 -0.25 0.00 0.25 0.50
r [Bohr] Energy (eV)

FIG. 6. Distribution of HOMO and LUMO one-electron eigenvalues for
Lid. The upper panel shows the classical results for temperatures of 50
(solid line) and 100(dashed ling K. The lower panel shows the quantum
(dashed lingand classica(solid line) results afT =50 K.

FIG. 5. Pair correlation functiong(r) for LiZ. The upper panel shows the
classical results for temperatures of G0lid line) and 100(dashed lingK.
The lower panel shows the quantydashed lingand classica(solid line)
results forT=50 K. The insets show the partigl(r) for two groups of
atoms, one forming the central triangle and the other consisting of the two
external atoms.

curve. It can be noticed that the two atoms which are more
strongly bound1l and 2 in Fig. 2 are less delocalized than

(0.29:0.15)D, for Li, and (0.14:0.07) and (0.25 [he othertwo, as may be expected.

+0.12)D for Lig, respectively. The quantum dipole moment
averages and distributions obtained at 50 K are similar t¢/l. CONCLUSIONS AND OUTLOOK

those 'ob.talned gla35|cally athabou':] 100 K. | . We have introduced a novel method for simulating the
It Is interesting to note that where structural propertieSq,iigtical mechanics of quantum nuclei interacting through

are concerned, the overall effect of considering quantum Nugos orinciples potentials, i.e., that derive directly from the
clei is qualitatively similar to the effect of increasing tem-

perature in the classical simulations. For the closed-shell Li
clusters considered in this work the classical temperature
equivalent to the quantum system at 50 K is around 150 K.
However, the dipole moment and eigenvalue distributions
obtained using the quantum mechanical scheme at 50 K are
qualitatively similar to those obtained within the classical 060 |
scheme at about 100 K. This points out an important differ-
ence between the two types of correlations involved in thez
statistical mechanics of quantum systems, namely cohereng o.a0 |
guantum fluctuations as opposed to incoherent thermal fluc-;
tuations. These appear to behave in different ways according
to the physical properties under consideration.

0.80

Further characterization of the wave packet behavior of 0:20
the nuclei is provided by the imaginary-time correlation
function, R2(t—t")=(|r(t)—r(t")|?), where O<r=t—t’
<Bh. The value atr=#/2 is particularly important be- 0.00 3 1 2 3 s 5 o 7 4
cause it gives an estimation of the quantum delocalization of k

the nuclei. The delocalization length, or gyration radius, is

. o . . FIG. 7. Root-mean-square of the imaginary-time correlation function fpr Li
about 0.15 A for both Li and Lg at 50 K. The imaginary at 50 K plotted vk (with 0<k= B#i/P<p#), averaged over atoms 1 and 2

time correlation function for Liis shown in Fig. 7, averaged (lower curve, and over atoms 3 and @pper curve P is the Trotter num-
for atoms 1 and ZAlower curve and for 3 and 4(upper ber, 8 in this case.
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electronic structure. The scheme presented and discussédn only in the vicinity of the active site, while the rest of
here combines a path integral description of the nuclear varithe system can be treated by means of classical force fields.
ables with an adiabatic, ground state, density functional deTherefore, hybrid schemes that combine quantum and clas-
scription of the electronic degrees of freedom. In the presersical mechanical descriptions in different spatial regibns
scheme we have choosen a specifit. DF-Gaussiah for-  are appropriate for these situations and, in conjunction with
mulation to solve the electronic structure problem, but it isthe present methodology, constitute a general computational
important to stress that any other implementation is perfecthapproach appropriate for studying the effects of nuclear de-
valid and compatible with the present scheme, alg.initio localization in the above situations. In fact, an insight into
guantum chemical approaches like Hartree—Fock or MP2he problem of quantum hydrogen bonding in water has al-
and/or different localizedlinear combination of atomic or- ready appeared in the literatuiethus signaling the time for
bitals, linear muffin-tin orbitalsor extendedpseudopoten- a new and exciting area of multidisciplinary research.

tial or augmented PYWbasis sets. Moreover, the present
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