
Randomized Face Recognition on Partially
Occluded Images

Ariel Morelli Andres, Sebastian Padovani, Mariano Tepper,
Marta Mejail, and Julio Jacobo

Departamento de Computación, Facultad de Ciencias Exactas y Naturales,
Universidad de Buenos Aires, Argentina

{amorelli,spadovan,mtepper,marta,jacobo}@dc.uba.ar

Abstract. In this work we propose a new method for face recognition
that successfully handles occluded faces. We propose an innovative im-
provement that allows to detect and discard occluded zones of the face,
thus making recognition more robust in the presence of occlusion. We
provide experimental results that show that the proposed method per-
forms well in practice.

1 Introduction

Face detection and recognition are being widely studied due to the large number
of applications they have. At present, we can find face recognition systems in
social networking sites, photo management software and access control systems,
to name a few.

Face recognition presents several difficulties. The image of the human face can
have large intra-subject variations (changes in the same individual) that make
it difficult to develop a recognition system. Variations may come, for example,
from head position variation when taking the picture, differences in lighting,
facial expression (laughter, anger, etc..), occlusion of parts of the face due to the
use of accessories such as lenses, sunglasses and scarves, facial hair (mustache,
beard, long hair, etc.), and changes in facial features due to aging. On the other
hand, inter-subject variations (differences between individuals) can be very small
between two people with similar traits, making correct identification difficult.

Presently there are various methods for face recognition. Among the most
popular are Eigenfaces [1] and Active Appearance Model [2,3,4]. However, when
the face is occluded, methods that extract global features (holistic features) (such
as Eigenfaces and Fisherfaces [5]) cannot be applied. While methods that use
local features are less affected by occlusion, useful information might be lost
when only local features are extracted [6].

In a seminal paper, Wright et al. [6] proposed a method for recognizing faces
that is robust to certain types and levels of occlusion. This method is based on
recent advances in the study of statistical signal processing, more specifically in
the area of compressed sensing [7,8,9]. The method fails when 33% of the image is
occluded in a single connected region. A straightforward solution is to partition
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the problem into smaller subproblems. To this end, the image is partitioned into
smaller blocks and each block is then processed separately. Doing this entails
several disadvantages, the main ones being that holistic features are lost and
that the best way of partitioning the image can be hardly determined a priori.

Ideally, it would be best to detect which areas are occluded in the image
and then discard them for recognition. There are other methods which seek to
detect occlusion. For example, Lin et al. [10] presented a method that uses a
Bayesian filter and Graph Cuts to do Face Inpainting to restore the occluded
sections. Zhou et al. [11] proposed to detect and recognize occlusion using Markov
Random Fields, but at a high computational cost. In this work we propose
a method for detecting occlusion based on compressed sensing that obtains a
better performance than the afore mentioned methods.

The rest of the paper is structured as follows. In Section 2 we present the
face recognition method. Then we proceed to explain the proposed approach to
handle occlusions in Section 3. We experimentally check the good performance
of the proposed approach and provide concluding remarks in Section 4.

2 Face Recognition

In this section we model face recognition as an optimization problem in which
we want to represent the query face as a sparse linear combination of the faces
in a dictionary.

All the images to be used have the same size width × hight. As usual, we as-
sume that images are correctly cropped and aligned to the right size and position,
respectively. These images represent a point in R

m, where m = width × hight,
which is obtained by stacking their column vectors.

It has been shown that images of the same person under different lighting
conditions and expressions fall (approximately) in a linear subspace of R

m of
much lower dimension, called faces subspace [5,12,13].

A dictionary of n atoms is a matrix A ∈ R
m×n where each of the n columns

is an image in R
m of a person’s face, whose identity is known. Let us assume

that there are k (1 < k ≤ n) different classes or individuals in A. We denote by
Wj the images (columns fo A) corresponding to the j-th class.

Let y ∈ R
m be a query image. We represent image y by a linear combination

of the atoms in A, so y = Ax, where x ∈ R
n is the vector of the coefficients used

in the linear combination. Our goal is to find the most sparse solution, i.e. the
one that uses the least number of atoms in the dictionary. This can be achieved
by adding a constraint on the l0 norm of x, unfortunately the resulting problem
is non-convex. However, by using the l1 norm, a sparse solution is obtained,
while maintaining convexity [14]. We then define the problem as finding

x̂1 = min ||x||1 subject to y = Ax.

When the person to be evaluated is not represented in the dictionary, the solu-
tion x is usually dense and non-zero coefficients are distributed over the atoms of
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different people in the dictionary. However, if the individual to be evaluated is
in the dictionary, most nonzero coefficients of x will correspond to that person’s
atoms.

In order to establish a rule to decide when the recognition is satisfactory, [6]
defines a coefficient SCI(x) (Sparsity Concentration Index) of a vector x ∈ R

n

as

SCI (x) � k

k − 1
·
(

max
1≤j≤k

∥∥δWj (x)
∥∥

1
/ ‖x‖1 − 1

)
,

where δWj : R
n → R

n sets to zero those coefficients of x that do not correspond
to atoms of class Wj .

If all the nonzero coefficients of x are concentrated in a single class, then
SCI (x) = 1. Conversely, if all the nonzero coefficients of x are uniformly dis-
tributed among all classes, then SCI (x) = 0. Thus, by setting a threshold on
the SCI we can determine whether or not a query person is in the dictionary of
faces.

To determine the identity of a person already found in the dictionary, we
define the residual rWj (y) �

∥∥y − AδWj (x)
∥∥

2
. We consider the person’s identity

assigned to the class with the lowest residual, i.e. arg minj rWj (y).
When the face to be recognized is partially occluded, large errors appear that

have to be modeled specifically. Consequently, one can think of occlusion as an
error e that affects a portion of the image

y = Ax + e (1)

where e has nonzero components only in the occluded portion of the image.
The location of these errors is not known and their magnitudes are completely
arbitrary. However, we assume that the portion affected by the occlusion is not
overwhelmingly large with respect to the image size m.

To overcome this limitation, we develop a method that first detects the oc-
cluded zone and then performs recognition by using only the non-occluded parts.

3 Occlusion Detection

The problem of detecting occlusion is to determine which pixels in an image are
showing a portion of a face and which pixels are not. We can think of occluded
pixels as outliers in a face image. To detect the occlusion is then to detect those
pixels with “outlier values” for a face image. We propose to use local image
features to generate a new image that is similar to the one we want to recognize,
but without occlusion. After obtaining this image, we find the difference between
this image and the original query image and then apply a threshold τ . If the
generated image is sufficiently similar to the query image, this procedure will
yield the outlier pixels present in the occluded image.

To generate this image, let us consider that there is a non-occluded and pos-
sibly non-connected fragment F in the image domain. The procedure for gener-
ating this reconstructed image is described in Algorithm 1. We start by building
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Fig. 1. An image and its occlusion map. Pixels in blue correspond to a non-occluded
part, while pixels in red are occluded. We illustrate different ways of obtaining a frag-
ment F .

the subimage yF and the subdictionary AF , where only the rows corresponding
to pixels in F are kept. Then we try to recognize the identity of the person
using the procedure described in the previous section. Of course, since we are
only using partial information from the image, we obtain a less accurate result.
We also obtain the vector of coefficients x that was used to represent yF using
AF (step 3 in Algorithm 1). Using these coefficients, we obtain a reconstructed
image y′ = Ax, similar to the query image.

Algorithm 1. Algorithm to generate an image similar to y using pixels from
fragment F only
Require: F , a set of pixels
1: Let yF be the fragment F of the query image y.
2: Let AF be the dictionary that results from selecting fragment F in each image of

dictionary A.
3: Using image yF and face dictionary AF , we compute the sparse code x and error

e so that yF = AF x + e.
4: return y′ = Ax

The question now is: how to obtain an appropriate set of pixels F to be
used algorithm 1? To this end, we consider the following four options: (1) to use
predefined regions of the image, (2) to pick pixels from a fixed grid, (3) to sample
pixels at random, and (4) to generate a sample of random blocks of contiguous
pixels.

Let us first observe that occlusion usually occurs in blocks, i.e. it is usually
concentrated in one or more connected portions of the image. Fig. 1(a) serves as
a simple example, presenting a block occlusion of 50%. In this image, occlusion
is concentrated in a single block, but in the following we make no assumptions
in this respect.

The first method uses a predefined sets of pixels, taking into account the most
common occlusions that can occur. That is, if many of the test images have dark
glasses, it is desirable to try a set of pixels F that does not include pixels near
the eye position. This is not difficult, since we assume that all images are aligned.
As expected, this method is only to be used combined with others, because it is
not possible to determine all types of occlusion that may arise.
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Let us consider then the first randomized method for obtaining a set of pix-
els F , which involves considering pixels in a fixed uniform grid, as depicted in
Fig. 1(c). The advantage of this method is that it captures well the global fea-
tures of the image, however it clearly has two major disadvantages. First, since
local traits usually span several pixels, the method fails at capturing these local
image characteristics. The second and main disadvantage is that the proportion
of occluded pixels in the set F is the same (or very similar) as in the original
image. So, if the query image has a large number of pixels occluded (as in the
example shown in the figure, where 50% of the pixels are occluded), the set
F also will. Then, Algorithm 1 will yield a large error and the resulting recon-
structed image will differ substantially from the query image in the non-occluded
areas.

Our third method is a somewhat naive attempt to solve the problems of the
first method and uses random selection of pixels. As shown in Figure 1(d), if
the number of pixels selected is large enough, it is very likely that the selected
pixels will be scattered throughout the image. This makes this method to have
the same advantages and disadvantages as the first one.

The fourth method consists in selecting blocks of adjacent pixels at random.
The more blocks we have and the smaller they are, then set F will have pixels
scattered throughout the image. Contrarily, the larger these pixel blocks are, the
fewer blocks we need for a given size of F . Moreover, if we use just a few large
blocks, the pixels of set F will be more concentrated in some regions of the image,
thus increasing the chance of not hitting the occluded region. Figures 1(e), 1(f)
and 1(g) show examples of blocks of pixels selected at random. Considering that
the occlusion is usually concentrated in some regions of the image, by choosing
different positions of a few blocks of pixels, we obtain sets of pixels with different
ratios of occluded pixels. For example, F contains 70% of occluded pixels in
Figure 1(e), only 30% in Figure 1(f) and none in Figure 1(g).

However, the fact that the set of pixels F is concentrated in one region can
have a negative effect on Algorithm 1 making it a less stable. Unfortunately
there is no efficient way to determine the optimal number of blocks, this is why
it is advisable to test with multiple block sizes and quantities. We cope with
this effect by selecting multiple such sets F1, F2, . . . , Ft in a Monte Carlo-like
approach, to finally select the one that achieves the best results.

Since we have multiple sets of pixels, we apply the Algorithm 1 several times,
one for each set of pixels. We already stated that if in Algorithm 1 we use a
set of pixels with a high proportion of occluded pixels, the resulting image is
most likely to be very different from the query image. Given this, among all
obtained images y′

1, . . . , y
′
t we select y′

max such that max = argmax
i

#Pi, where

Pi = {p , |y (p) − y′
i (p)| ≤ τ}, #S denotes the cardinal of set S, and τ is a given

threshold. Algorithm 2 summarizes the proposed approach.
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Algorithm 2. Occlusion detection algorithm
Require: occluded query image y, faces A, different sets of pixels F1, F2, . . . , Ft and

threshold τ
1: for i = 1 . . . t do
2: Obtain y′

i using algorithm 1 and set Fi

3: Let Pi = {p , |y(p) − y′
i(p)| ≤ τ}

4: end for
5: Let max = arg max

i
#Pi

6: Obtain y′
max using Algorithm 1 and fragment F = Pmax

7: return u = |y − y′
max| ≤ τ

4 Results and Conclusions

In this section we present tests performed using the recognition algorithm de-
scribed in Section 2, together with the proposed occlusion detection.

For testing purposes, we use the publicly available AR Database [15]. From
this base we selected 60 people. From each individual, 8 non-occluded images
were used for the faces dictionary and 4 occluded images were used for test: 2
occluded by sunglasses and 2 by a scarf.

The proposed occlusion detection approach (Algorithm 2) has several param-
eters. The main ones being the threshold τ , the number of pixels in each set Fi

and how these sets are obtained. The sets Fi are selected by taking contiguous
pixel blocks at random. We do this in order not to give any previous knowledge
about occlusion to the detector.

We start by fixing the threshold τ = 20 and vary the number of blocks. This
was done for sets of 500 pixels (6.25%) and 1250 pixels (15.5%) from a total of
8064 pixels in the image. Figure 2(a) shows the obtained recognition rates .

As the number of blocks increases, the recognition rate with scarves begins
to decay. This is due to the fact that, having more blocks, the probability that
all blocks are in a non-occluded area is much lower. It can also be seen that the
increase in the number of blocks does not affect so much images occluded with
sunglasses. This phenomenon occurs because images with sunglasses have a lower
proportion of occluded pixels than those with scarves and thus the probability
of a pixel blocks containing non-occluded pixels is also smaller.

With regard to the number of pixels in each set Fi, we obtain the best and
more stable results by using around 1250, that is 15% of the total number of
pixels.

The second experiment involves fixing the number and the size of pixel blocks
to 2 and 1250 pixels, respectively and then change the threshold τ . We obtained
the best results using τ = 10 (see Figure 2(b)).

Figure 3 presents an example of the detected occlusions. The performance is
globally satisfactory. However, when analyzing carefully the occlusions maps, we
see that there are small non-occluded regions which were detected as occluded
and vice versa. Since the recognition algorithm in Section 2 is robust to small
occluded areas, these small errors do not affect the recognition rate.
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Fig. 2. Recognition rates obtained using occlusion detection. (a) We set τ = 20, and
for fragments Fi of 500 and 1250 pixels approximatively, we tested different number of
blocks of contiguous pixels. We measured the recognition rate obtained in images with
sunglasses and scarves. (b) We use fragments Fi with two blocks and 1250 pixels per
block and test for different values of τ .

−→ ↘

−→ ↗

Fig. 3. Recognition in the presence of occlusion. On the left: two images from the same
person, with different degrees of occlusion. On the center, the detected occlusions (in
white). On the right, the non-occluded image of the recognized person.

Table 1. Recognition rates obtained with different face recognition methods in presence
of occlusion

Algorithm Sunglasses Scarves Total

Simple Model [6] 69.49% 12.71% 41.10%

Partitioned Model [6] 86.44% 95.76% 91.10%

Proposed method 97.46% 99.15% 98.31%

Finally, we compare our results with the state-of-the-art solutions proposed by
Wright et al. [6]. They propose two different methods to perform face recognition
in the presence of occlusion: the Simple and Partitioned Models. We obtain much
higher recognition rates for the two different types of occlusion tested.

In conclusion, the method proposed in this paper presents an improvement
in face recognition in the presence of occlusion compared to the performance
obtained by the method proposed in [6]. Experiments have shown that successful
recognition is strongly linked to the success of the occlusion detection. Likewise,
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one of the factors with a major impact in occlusion detection. Using blocks that
are more adapted to the geometry of human faces can be a subject for further
research.
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